
AUA)g.O LMMUN A N U u N UK UN UNA s
GENERAL CORP BELLEVUJE NE M G KONOPIK ET AL FEB 83
RADC-TR _83-40 F30602- 81 C -0004

UNCLASSIFIED / 172 N

EEEmohEoimEEE

omhmmmhmhhhlo
mEmhhhmhhhmhEI
flflflflfl 883



111.0 &6'S JJ
w 1320

.. ,.2.1111111..8

1 1.25 " 1 .6

MICROCOPY RESOLUTION TEST CHART
NAIIONAL BUREAU OF STANDARD 96b A



es-I o:

CIO 2 -.

0~

,WK.'

AL, Of 4 A

C

I.0

.....



ION,

-f-;7



SE~m~y UNCLASSIFIED
S9UIVCLASSIFICATION OF THIS PAGE (MYrn Dma EuI.,.e*

REPORT DOCUMENTATION PAGE *SPong C M ; ORM
1. REPORT MNGMERaVT!LZ a0S CIINsCA0 %s6

RAC-TR-83-40 ~5 EIi~SCTLGNME

C 4 TITLE (and XSd TP o EPR a11e111) COVERED

*inal Technical Report
COMMUNICATIONS SUPPORT PROCESSOR (CSP) 1 Nov 80 - 31 Oct 82

6. PERFORMING 01G. REPORT NUMBER

7, AUTMOWQe 4. CONTRACT OR GRANT HUM-eyR(8)

M.Gene Konopik F30602-81-C-0004
Robert B. Mack
S. PERFORMING ORGANIZATION NAMIE AND A0DRESS Is. PROGRAM ELEMENT PROJECT. TASK

AREAA WOK UIT NUMBERInformatics General Corporation ARA33 WRKU5FR

1580 Kennedy Drive 3130161
Bellevue NA 68005 21830161 __________

11. CONTROLLING OFFICE N4AME AND ADDRESS 12. REPORT DATE

Rome Air Development Center (IRDE) ebruary 1983
Griffiss APB NY 13441 1. NUMIDOR OF PAGES

2
14. MONITORING AGENECY MNI 6 AOORESSj'11 011owt ur C.0ralliad 011 e*) IS, SECURITY CLASS. (of thim Pepehl)

Same CLASSIFIED

lie.6 DCCLASSIFICATID WI/D OW N GORA IN O
____________________________________________ A SC EDULE

16. DISTRIBUTION STATEMENT (of this Roes

Approved for public release; distribution unlimited

17. DISTRIB1UTION STATEMENT (of I%* "stfreet eatfee in Week* ". it CgtfUM I fter Repect)

Same

IS. SUPPLEMENTARY NOTES

RADC Project Engineer: Cheryl Fusco (IRDE)

It. KEY WORDS (Centhe n reverse Aide if tOO awd identlf or &fee* Rum&")

AUTODIN
K Coimon User's Baseline for Intelligence Comunity (CUBIC)

DS SCS
GENSER (over)
20. ABRSTRACT FC-OZI~ne ot Meow. side It 0406011HIF a"d idenftfyr A W*.A rnbOej

This report discusses the advanced capabilities developed for the Comsuni-
cations Support Processor and the Impact these capabilities have on the
system and its users.* The technical performance of the CSP, the CS? system
support functions and the on-site maintenance support are detailed In this
report. The improvements to the CSP system include Improved transportabill y
site-unique gateways, on-line retrieval of traffic, plain language address-
Ing an ethe fully automated routing of messages.

DD tot" 1473 EDITION OF I Nov es1 isosBoLEte ASFR



UNCLASSIFIED
S6CM*?W cI.MUICATWU OF TWOt PMS4U~ "a aEe*

Item 19 (Cont'd)

Plain Language Addressing
AN/GYQ-21(V)
Fully Automated Routing of Messages (FARK)0

Loceusion For

VT IS GPA&I
DTIC TAB 0
Unannounced 01
Justification .

Distribution/

Availability Codes

Avail and/or
Dist Special

, CL NCLASOIFpDD
I ¢uffty CLMSllPICAIOliO 'u PaGSIWl, bOe IMWOE)



TABLE OF CONTENTS

Page

Section 1. Introduction 1-1
1.1 Purpose 11
1.2 Scope 1-1
1.3 Report Organization 1-I
1.4 Background 1-1
1.4.1 InitiaL DeveLopment 1-1
1.4.2 CUBIC Incorporation 1-2
1.4.3 Contract GoeLs 1-2
1.4.4 System Status 1-4

Section 2. Communcation Support Processor System
Description 2-1

2.1 FunctionaL Description 2-1
2.2 Summary of CapabiLities 2-1
2.3 Summary of DeveLopment AccompLishments 2-2

Section 3. Technical Performance 3-1
3.1 Advanced CapabiLities DeveLopment 3-1
3.1.1 Improved TransportabiLity 3-1
3.1.1.1 Objective 3-1
3.1.1.2 AccompLishments 3-1
3.1.1.2.1 Conversion to TabLe Driven

Architecture 3-1
3.1.1.2.2 SYSGEN Configuration 3-1
3.1.1.2.3 Task Image Distribution 3-2
3.1.1.3 Discussion 3-2
3.1.2 Site Unique Gateways 3-3
3.1.2.1 ObJective 3-3
3.1.2.2 AccompLishments 3-3
3.1.2.2.1 Gateway Interface Modification 3-3
3.1.2.2.2 New Gateway EvaLuatIon 3-4
3.1.2.3 Discussion 3-4
3.1.3 Operating System Upgrade 3-6
3.1.3.1 Obj ective 3-6
3.1.3.2 Accomp Li shments 3-6
3.1.3.2.1 Expanded Use of Indirect NCR 3-6
3.1.3.2.2 DeveLopment of a Command Language

Interpreter 3-6
3.1.3.2.3 DeveLopment of an Operator "HELP"

FaciLity 3-7
3.1.3.2.4 Future IAS UtiLization 3-1
3.1.3.3 Discussion 3-7
3.1.4 Hardware/Software AnaLysis 3-8
3.1.4.1 ObJective 3-8
3.1.4.2 AccompLishment. 3-8
3.1.4.2.1 Hardware AnaLysis 3-8
3.1.4.2.2 Software AnaLysis 3-9ii i



3.1.4.3 Discussion 3-9
3.1.5 Ontine RetrievaL of Traffic 3-10
3.1.5.1 Objective 3-10
3.1.5.2 AccompLtshments 3-10
3.1.5.3 Discussion 3-10
3.1.6 Improved Message Alt-route CapabiLity 3-11
3.1.6.1 Objective 3-11
3.1.6.2 AccompLishments 3-11
3.1.6.3 Discussion 3-11
3.1.7 PLain Laguage Addressing 3-12
3.1.7.1 Objective 3-12
3.1.7.2 Accomplishments 3-12
3.1.7.2.1 Anatysis 3-12
3.1.7.2.2 DeveLopment 3-12
3.1.7.3 Discussion 3-13
3.1.8 Software Interface to AUTODIN 3-14
3.1.8.1 Objective 3-14
3.1.8.2 AccompLishments 3-14
3.1.8.3 Discussion 3-14
3.2 System Support 3-15
3.2.1 CSP InstaLLation Support 3-15
3.2.1.1 Objectives 3-15
3.2.1.2 AccompLishments 3-15
3.2.1.2.1 Site Surveys 3-15
3.2.1.2.2 Base Software Configuration 3-16
3.2.1.2.3 InstaLLation 3-16
3.2.1.2.4 Site Unique BaseLine 3-16
3.2.2 Configuration Management 3-17
3.2.2.1 Objectives 3-17
3.2.2.2 Accomp Li shments 3-17
3.2.2.2.1 Software Inventory 3-17
3.2.2.2.2 Software Modification ControL 3-17
3.2.2.2.3 Software Modification Distribution 3-17
3.2.2.2.4 Site Configuration Support 3-17
3.2.2.3 Discussion 3-17
3.2.3 Software QuaLity Assurance 3-18
3.2.3.1 Objective 3-19
3.2.3.2 AccompLishments 3-18
3.2.3.21 PLan Preparation 3-19
3.2.3.2.2 SOA Activities 3-18
3.2.4 Computer Program 3-19
3.2.4.1 Objective 3-19
3.2.4.3 AccompLishments 3-19
3.2.4.3 Discussion 3-19
3.2.5 Software Maintenance 3-20
3.2.5.1 Objective 3-20
3.2.5.2 AccompLishments 3-20
3.2.5.2.1 ProbLem Identification 3-20
3.2.5.2.2 ProbLem ResoLution 3-20
3.2.5.2.3 ProbLom Response 3-21
3.2.5.3 General Maintenance Support 3-21
3.2.5.4 Discussion 3-21

A __ __-



3.3 On-Site Maintenance 3-22
3.3.1 TCATA, Ft. Hood, Taeas 3-!?2
3.3.2 MAC, Scott AFB, ILLinois 3-22
3.3.3 USAFE, Remstain AFB, Germany 3-22
3.3.4 LANTICOM, NorfoLk, Virginia 3-23
3.3.5 ADCOM, Colorado Springs, Colorado 3-23
3.3.6 REOCOM, MacDiLL AFB, Florida 3-24
3.3.7 SAC, Offutt AFB, Nebraska 3-24
3.4 CORLs 3-25
3.4.1 CSP Status Report (CORI ADOI) 3-25
3.4.2 CSP Overview (CDRL A002) 3-25
3.4.3 Functional Requirements Manuel (CDRL A003) 3-25
3.4.4 System Design Specification (CDRL A004) 3-25
3.4.5 System Operator's Manual (CDRL A005) 3-25
3.4.6 Program Maintenance Manuel (CORL ADDS) 3-26
3.4.7 Configuration Management Plan (CORL A007) 3-28
3.4.u ~ Test and ImpLementation Plan (CDRL ADDS) 3-26
3.4.9 Test Analysis Report (CDRL ADDS) 3-26
3.4.10 Operating System Upgrade Interim Technical

Report (CDRL AOIO) 3-27
3.4.11 Hardware/Software Alternatives Interim

Technical Report (CDRL A011) 3-27
3.4.12 Plain Language Addressing (PLA) Interim

Technical Report (CORL A012) 3-27
3.4.13 Software Interface to AUTODIN Interim

Technical Report (CDRL A0131 3-27
3.4.14 FinaL Technical Report (CDRL A014) 3-27
3.4.15 QuaLity Program Plan (CDRL A015) 3-27

Section 4. Sumary and Recouuendetl on 4-1

Appendix A Current CSP InstalLations A-1

iiAL



SECTION 1

1.0 Introduction

1.1 Purpose

The purpose of this tuchnical report is to provide a discussion of
the advanced capabilities developed and the impact these capabiLities
,oave on the system and it users.

1.2 Scope

This documents covers the foLLowing aspects of CSP:

o a descriptive discussion of the accompLishments on the
advanced capabilities developed and/or analyzed.

o a discussion on the deveLopment of system support task,
incLuding instaLLation support, configuration management,
software quality assurance and software maintenance.

1.3 Report Organization

The CSP technicaL report is orginized into four sections. Section
one serves as a generaL introduction to the CSP system: its development,
incorporation, goaLs, and status. Section two describes the CSP
capabilities and acompltishments. Section three itself consist of three
parts. Part one of section three details the technicaL performance of
the CSP. Included in this discussion are the foLLowing: improved
transportabiLity; site unique gateways; operating system upgrade;
hardware/software analysis; online retrieval of traffic; improved
message aLtroute capability; plain Language addressing; and software
interface to AUTODIN. The second part of section three describes the
CSP system support functions. They include: CSP instaLLation support;
configuration management; software quality assurance; computer programs;
end software maintenance. The third part of section three details
on-site maintenance at the seven CSP sites. FinaLLy, section four
summarizes aLL conclusions and recommendations for the CSP.

1.4 Background

1.4.1 Initial DeveLopment

The Air Force InteLLigence Service (AFIS). Directorate of
IntaLLigence Data Management (IND) is manager of the Air Force
Automatic Data Processing System (ADPS) for InteLLigence Data Handling
Systems (TOHS) - better known as AOPS-90. The ADPS-90 manager uses the
CUBIC program as an orderly and systematic approach for developing,
implementing, disseminating, maintaining and supporting certain common
software for use by Air Force and other qualified agencies/activities
that use APVGY-21(V) minicomputers.

1-1
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CUBIC, the Common User's BaseLine for the InteLLigence Community is
a centralized managament program for software design, development,
maintenance and controL, aimed at eLiminating redundant software efforts
by providing a set of standard systems/subsystem. CUBIC has aLso come
to be known as the software architecture philosophy used in managing
these software systems. The CUBIC phiLosophy entaiLs active user
determination of functionaL requirement priorities, centraLized software
development and maintenance, emphasis on moduLar software design Lending
itseLf to transportabiLity, and software design that can be adapted to
meet site specific needs.

The CSP was deveLoped at Headquarters Strategic Air Command (SAC) as
part of the OperationaL InteLLigence Support System (0ISS). In June
1978, the CSP was tested under the provisions of DoD ManuaL 5030.58 and
accredited/certifed by Defense InteLLigence Agency (DIA]/Oefence
Communications Agency (DCA) as a DSSCS/GENSER AUTODIN automated message
processing exchange (ANPE). The CSP has been operationaL at H SAC
since September 1978.

1.4.2 CUBIC Incorporation

AFIS/IND as the USAF ADPS-90 manager was aware of other
inteLLigence user requirements to automate SpeciaL Security Offices
(SS0). Therefore in Late 1978 AFIS adopted CSP as a CUBIC entity.
This meant that CSP couLd be supported for various Air Force
requirements and dovetaiLed with the HG SAC effort to provide a singLe
software baseLine. CUBIC CSP was instaLLed/accredited at HG MAC in May
1979 and has been operational since June 1979. SubsequentLy CSP has
been instaLLed under the CUBIC program at PACOM Data Services Center
(PDSC), Hawaii and at the U.S. Army Training and Doctrine Command
FaciLity (TRADOC) TCATA, Ft. Hood, Texas.

In February 1980, a working group comprised of representatives from
DIA, AFIB, RADC, SAC, and PDSC recommended to the Assistant Secretary of
Defense for Command, Control Communications and InteLLigence (C31) that
CSP be adopted as an interim standard for SpeciaL Security Office (SSO)
Fixed Base TeLecommunications automated message handling systems. This
recommendation, which was subsequentLy approved, included appointment of
AFIS/IND as executive agent for Life cycle mangement of CSP software.
In November 1980, the Director of DIA and the Air Force Assistant Chief
of Staff/InteLLigence signed the official CSP executive agent agreement.

1.4.8 Contract GoaLs

The contract goals ware estabLishad to provide the foLLowing
scoompLishments in a timely manner:

0 Improved TransportabiLity - This task incLuded work required
to faciLitate distribution, configuration, instaLLation. end
subsequent support of the CSP.
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o Site Unique Gateways- This incLuded work to improve and
standardize gateway interface techniques for the CSP as weLL
as research end deveLpment of new gateways as directed by RADC
end AFIS/IND.

o Operating System Upgrade - This incLuded modifications to the
CSP oriented to the interface to and use of the operating
system (IAS). ALso incLuded in this task was work required to
keep the CSP operabLe under the Latest reLease of IAS.

o Hardware/Software AnaLysis - This incLuded an anaLysis of the
potential evoLution of the CSP as reLated to hardware and
software options.

o OnLine RetrievaL of Traffic - This task equipped the CSP with
the capabiLity to retrieve traffic from the onLine system
message fiLe.

o Improved Message ALt-Route CapabiLity - This provided
enhancements to the existing CSP software which aLLow
aLternate routing of messages between seLected output queues.

0 PLain Language Addressing - This task aLLowed for input
message traffic to the CSP either in the format specified for
DO form 173. Joint Message Form, or as a fuLLy formatted
message from an inteLLigent OCR device.

o Software Interface to AUTODIN - This anaLysis examined the
feasibiLity and work required to develop an interface to the
AUTODIN ASC using onLy software.

0 CSP InstaLLation Support - This invoLved four phases of CSP
instaLLation: Site survey, base software configuration,
software instaLLation, and site-unique baseLine definition.

0 Configuration Management - This task ensured adherence to weLL
defined nrocedures for impLementing additions or modifications
to the CP standard system.

0 Software QuaLity Assurance - This task resuLted in the
deveLopment and impLementation of a QuaLity Assurance PLan.
This assured compliance with aLL software requirements of the
contract.

a Computer Programs - The objective of this item to ensure that
the most current version of aLL CSP software was deLivered to
AFIS/IND for distribution.

o Software Maintenance - This task incLuded work which provided
centralized maintenance support for aLL CUBIC sites.

o On-site Maintenance - This task provided on-site software
maintenance support to sites requsting this LeveL of CUBIC
support.

lJ I I ,



1.4.4 System Status

The CSP has been in operation for over 4 years. Since its
initiaL operationaL date in September 1978, the system has compiLed an
impressive record of accomplishments. CSP down-time is recorded in
terms of minutes-per-week; it has proven itseLf to be highLy reLiabLe
in terms of protecting secure traffic; and it has never Lost a message
as a resuLt of system design or software deficiencies.

CSP ReLease I as impLemented at H SAC in 1978 was derived from the
DIA SPINTOOMM faciLity software. However, functionaL, security and
hardware changes required a 60% rewrite of the originaL system.
Moreover, the current architecture bears LittLe resembLance to
SPINTCOMM design. CSP ReLease II as impLemented under CUBIC auspices
may almost be considered third generation, since many changes to
improve moduLarity and transportabiLity have been made. As a part of
the CUBIC. program, the CSP has been instaLLed an a variety of different
hardware configurations; and as a resuLt, has become a moduLar system,
readiLy configurabLe for instaLLation into various environments.

.--
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SECTION 2

2.0 Communication Support Processor Systm Description

2.1 Functional Description

The Communications Support Processor (CSPJ is a computer system
designed to automate the functions of a TeLecommunications Center (TCC)
and serve as a communications front-end processor for anaLyst computer
systems. Its deveLopment, distribution, and maintenance is under the
auspices of AFIS/IND, BoLLing Air Force Base, Washington, D.C. CSP is
an eLement of the Common User's BaseLine for the InteLLigence Community
(CUBIC). CUBIC serves as a singLe source for computer systems designed
to automate nearLy aLL phases of inteLLigence data handLing functions.

2.2 Summary of CapabiLities

CSP can best be described as a coLLection of appLication and
system LeveL computer programs, designed to execute as a coordinated
system, for the express purpose of store and forward operations on
record copy message trrt'iqc. WhiLe there are many anciLLary functions
of CSP, its primary task consists of reception of message traffic,
vaLidation of proper format, and determination of required routing.

In and of itseLf, CSP is mereLy a message management system.
Stripped of aLL anciLLary processing, CSP is a system which reLiabLy
moves data from one point to another. It is this anciLLary software,
however, that defines the characteristics of the data being moved, and
that operations are performed along the way.

Some of the basic functions and capabiLities provided by (CSP are
Listed below:

o Mode I AUTODIN R/Y Interface

o Mode II Interface Support

o Variety of Interfaces end ProtocoLs Supported

o Input and Output Security Check

o Message Format VaLidation

o Message JournaLization and Audit TraiL

o Message Review and Dissemination

o Routing Line Segregation

o CLassification Stamping of Hardcopy Output

o Message Edit/Generation

o Output Message Logging
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o ALternate Message Routing

o OnLine Message Retrieval

o ReaL-time Status DispLay

o DD Form 173 support

o FuLLy Automated Routing and Dissemination

2.3 Sumary of DeveLopment Accomplishments

A detaiLed description of -the work performed on each of the SOW
items is presented in Section 3 of this technical report. This
paragraph serves as a summary of these developments.

The work performed under improved transportability and operating
system upgrade have both served to make the system more moduLar and more
easiLy configurabLe. The two major common areas in CSP were made tabLe
driven and a third was restructured into a dynamic region to aLLow
dynamic system reconfiguration. The system has been converted to object
module distribution and the implementation of the dynamic system
generation software wiLL aLLow the CSP to be distributed in task image
format.

Several new gateways were analyzed for incorporation into the CSP.
This Led to a refining of the gateway interface techniques to
standardize new gateway impLementations.

New capabilities were added to the system in the form of online
message retrieval by several parameters, a fuLL plain Language
addressing capability with DD Form 173 input from several sources, and
the development of a Command Language Interpreter with an operator heLp
faciLity to simplify operator input.

In addition to these deveLopments, several anaLysis tasks were
performed which Looked at the feasibility of development of a Direct
AUTODIN Interface in software to replace the TLC, end the feasibility of
migrating to different hardware, including eliminating the BR1569 or
BR1731 muLtipLexer. Another analysis focused on upgrading CSP to run
under RSX 11M or RSX 114+ as opposed to TAS, as weLL as the capabiLity
to utilize more of the TAS 3.1 features.

2-2
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SECTION 3

3.0 TechnicaL Performance

3.1 Advanced CapabiLitIes DeveLopment

This category incLudes eLL SOW items which invoLve anaLysis or
deveLopments which are technicaL in nature. The resuLt of each item was
either the deveLopment of the actual capabiLity or the pubLication of a
technicaL report outLining what steps wouLd be necessary to deveLop the
capabi Lity.

3.1.1 Improved Transportabi Lity

This task invoLved work to faciLitate the distribution,
configuration, instaLLation and subsequent support of the CSP system.

3.1.1.1 Objective

The objective of this task was to provide AFIS/IND with a
baseLine CSP system which is very weLL defined and can be easiLy
distributed, configured, and instaLLed at user sites; and which
requires no programmer intervention to do so.

Three specific work items were identified to accompLish this
objective. The first was conversion to a tabLe driven architecture,
aLLowing CSP to operate independently of those date structures which
define its configuration. The second item deaLt with developing
software moduLes necessary to perform system configuration without
programmer intervention. The Last item invoLved distribution of the CSP
software in task image, rather than source code.

3.1.1.2 AccompLishments

The work performed to satisfy the objective of this task is
discussed in separate paragraphs beLow. Each paragraph reLates to one
of the work items discussed above.

3.1.1.2.1 Conversion to TabLe Driven Architecture

The two major system common areas, CSPCOM and (WECOM, were
reorganized and consoLidated to provide a singLe data structure deaLing
with system configuration and controL. A programmers' reference manual
was pubLished to enabLe software deveLopers to interface the new data
structure. The CSP security common area was restructured into a
dynamic memory region to permit dynamic configuration of this area.

3.1.1.2.2 SYSSEN Configuration

Software and an indirect command fiLe were developed to
aLlow the system manager to initiaLLy configure the CSP with respect to
output queue definitions, communication Lines definition, and system
variabLe definitions within the date structure resulting from the
consolidation of CSPCOM and OUECOM. The indirect command fiLe aLLows
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the system manager to create a data fiLe for a fuLL system
configuration, perform fuLL configuration, perform onLine modification
of communications Lines operating parameters, and obtain a
confi guration summary.

A software moduLe and an indirect command fiLe were deveLoped to
aLLow the system manager to define the contents of the CSP security
tabLe.

The indirect command fiLes were deveLoped to permit definition of
configuration parameters in terms famiLiar to the system manager rather

than a software deveLoper. ExpLanatory comments can be requested to
assist the manager in defining the system parameters and security
information. Instructions in the use of these command fiLes were

pubLished.

3.1.1.2.3 Task Image Distribution

This item was partiaLLy accompLished by coifiguring the CSP
for object moduLe distribution. ALL subsequent reLeases of ReLease 2.2
change 2 wiLL be made in object moduLe form onLy. A step-by-step
fLowchart for CSP instaLLation, configuration, and acceptance testing
was deveLoped. However, these steps are onLy a miLestone on the path

to task image distribution. ImpLementation of the now CSP data
structures and the configuration software wiLl permit OSP distribution
in task image format. These capabiLities are being incorporated in the
reLease 3 baseLine under deveLopment.

3.1.1.3 Discussion

A great deaL has been accompLished towards satisfying the

objective of this task. The conversion to tabLe driven architecture
and deveLopment of software for performing system configuration and
security tabLe definition has brought CSP cLoser to the uLtimate goaL
of task image distribution. ImpLementation of these capabiLities wiLL
permit the CSP to be instaLLed by executing command fiLes to roLL in

software from a reLease tape and perform system configuration. This
method of instaLLation is similar to that of an operating system
instaLLation. The need for programmer intervention in the instaLLation

process wiLL be eLiminated. This wiLL in turn free up contractor
personneL for user training and system famiLiarization; as weLL as
reducing the cost of instaLLing the CSP system.
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3.1.2 Site Unique Gateways

This task incLudes work required to improve and standardize the
gateway interface techniques for CSP, as weLL as research and
deveLopment of new gateways, as directed by RADC and AFIS/IND.

3.1.2.1 Objective

There were three basic objectives to this task. The first
consisted of refining gateway interfacing techniques so as to
facilitate new gateway impLementation in a straight forward fashion.
The advantages are cLear: gateways couLd be designed, coded and
impLemented, totaLLy independent of the baseLine CSP from the
standpoint of system modifications. The second goaL was to buiLd a
"Library" of gateways having various characteristics which couLd be
used in now appLications as either direct impLementations ores
providing a starting point for a new capabiLity gateway which is not
currentLy avaiLabLe. The third goaL was to estabLish procedures and
poLicies by which AFIS/IND couLd provide assistance to various
organizations desiring to impLement non-baseLine or site-unique
gateways. Such assistance wouLd take the form of technicaL input and
evaLuation or outright assistance in programming efforts. Each goaL
has been met and specific discussion pertaining to accompLishments
foLLows.

3.1.2.2 AccompLishments

3.1.2.2.1 Gateway Interface Modification

A substantiaL amount of work was performed in the area of
refining gateway interface techniques. Perhaps the most significant
accompLishment was to essentiaLLy compLete the conversion of CSP to
tabLe driven architecture in the area of communications Line
identification and controL. Prior to this work, a great deaL of Line
characteristic information had to be coded into a gateway thus making
it more compLex and unique to that specific instaLLation. White this
did not adverseLy affect configuration of "standard" Lines (such as the
AUTDOIN interface) wherein the parmeters did not change from site to
site, it definiteLy restricted fLexibiLity and ease of instaLLation
where a particuLar site's requirements were sLightLy different from
those for which the gateway was written. Having to make modifications
for new sites necessitated fuLL accreditation and presented a new set
of variabLes for each site.

ALL Line characteristics are now contained in a centraL tabLe
(CSPCON) and need onLy be set up during InstaLLation. In conjunction
with this change, gateways were modified to take advantage of these
tabLs parameters. The net resuLt has been that the actuaL number of
"baseLine" gateways has been reduced and those that remain are simpler
and more universaL.
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Another modification made was to recognize the actuaL gateway to CSP
core interface mechanism. These routines (coLLectiveLy referred to as
the Mesage Control Subsystem, MCS) have been expanded in functionality
and the access mechanism (MACRO caLLs) have been reduced in number and
dramaticaLLy simpLified. The now macro ceLLs are cLoseLy patterned
after the DEC standard fiLe system caLLa (FiLes-il) such that any
programmer reasonabLy famiLiar with FiLes-11 can easily understand and
adapt the MCS caLls.

This new software has not been incorporated into a reLeased system
as yet because to do so would require recoding of aLL existing gateways
which is not cost effective. It is scheduled to be incLuded in the next
major release of CSP as an aLternate set of routines to the existing
MCS. OLd gateways wiLL continue to use the current MCS. NewLy
deveLoped gateways wiLL use the revisod version and thus incorporation
can be phased as necessary. ALL new gateways and any existing gateways
requiring modification wiLL use the new MCS routines.

3.1.2.2.2 New Gateway EvaLuation

The work performed under this item consisted mainLy of
technical assistance provided to AFIS/IND and CUBIC (and non-CUBIC)
users for the purpose of coordinating and evaLuating new gateway
instaLLation. An earLy effort was the estabLishment of an interface
control group which was tasked with development of an ICD for a generaL
purpose high Level protocol gateway for CSP. PreLiminary work was
performed but never completed unfortunately, due to higher priority
tasking by AFIS/IND.

Assistance was rendered to deveLopers of the OASIS instaLLation of
CSP (non-CUBIC) for their CSP-MAXI gateway utiLizing the PCL11
hardware. Assistance and guidance was aLso given to TCATA for
deveLopment of a CSP-CSP interface utiLizing the DVII. Near the end of
the contract period, assistance was provided to SAC for deveLopment of
a transmit onLy DDCMP gateway utilizing 04C1l hardware.

3.1.2.3 Discussion

For the most part the accompLishments of this task were
consistent with the initial goals. A foundation has been Laid forsubsequent new gateway deveLopment and experience has been gained in
building new gateways and/or assisting others in doing the same.

The modifications to CSP have returned significant benefits. PDSC
was abLe to design, code, and impLement the FuLLy Automatic Routing
ModuLe (FARM) with very LittLe modifications to CSP itseLf. In fact,
the changes required to integrate FARM were gLobaL in nature and aLLowed
integration of the PLain Language Addressing capability (PLA) with no
changes whatsoever. FARM and PLA are not gateways of course, but they
were Interfaced in exactLy the some manner. AdditionaLLy, the gateways
actuaLLy written were interfaced with no C9P modifications but rather
made using tabLe entries.
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This hae resutted in another benefit. Work invoLving system
configuration was mads simpLer and more automatic because it is now
easy to pro-def ine tabLs entries for aLL. interfaces end thus aLLow
configuration by qustion/answer sequences incLuding those interface
tabLs entries specified by the instatter.
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3.1.3 Operating System Upgrade

3.1.3.1 Objective

The objective of this tusk wee to incLude modifications to
the C8P primariLy oriented to the interface to, and use of, the
operating system (IAS). As with most operating systems, new reLeases
end enhancements are a continuing effort; IAS is no exception. This
topic covers work needed to keep the CSP operabLe under the Latest
reLeases of IAS. This work is of an ongoing nature.

Four specific areas have been identified, relative to CSP
improvements designed to take specific advantage of IAS enhancements.

3.1.3.2 AccompLishments

3.1.3.2.1 Expanded Use of Indirect 14CR

The use of indirect command fiLes were impLemented for such
processes as: roLLing-in distribution tapes, instaLLation and
configuration, aLL aspects of the "buiLd" process incLuding singLe disk
sites, aLL phases of system operation. ALso incLuded in this is the
capabiLity to buiLd system security tabLes and system common areas.
The advantages are clear through the use of indirect command files,
there is LittLe room for error. Repetitive type sequences may be
executed faster and more reLiabLy by inexperienced personneL, thus
making the system easier to use.

The overaLL resuLt of this work is that aLL CSP processes wiLL be
performed by question/answer sequences, thus eLiminating the need for
programmer intervention during these operations.

3.1.3.2.2 DeveLopment of a Command Language Interpreter

The development of a Command Language Interpreter (CLI) was
successfuLLy compLeted. The CLI was written specificaLLy for the
requirements of CSP thereby onLy recognizing CSP commands. This in
effect wiLL enforce the security of both CSP and IAS by means of onLy
aLLowing commands that are permissibLe to CSP.

The CLI was written as e "user friendly" task. This is to say it
wiLL be easily operated by 990 personneL, due to the fact that a
prompting sequence wILL ask for the need information in order to carry
out a specific command. However if the entire command is compLeted at
any given point no prompting wiLL appear. This command structure wiLL
be easiLy Learned due to this Logic and simpLicity, therefore training
of new personnel wiLL be Less a probLem then it currentLy is.

The CLI was written as a complete tabLe driven routine using the
TAS Table-Driven Parser (TPARS), designed to parse command Lines.
TPARS provides the means to define a unique syntax and, using
TPARB-suppLied macros, buiLt-in variables, and coding provided by the
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contractor, recognize a command Line written in that syntax. With the
above impLementations, maintenance and future CSP expansions of
commands are straightforward.

3.1.3.2.3 DeveLopment of en Operator HELP Feot Lity

This teak wee intended as a comprehensive "HELP" faciLity
for CSP. It was designed to work directLy with the CLI for CSP. The
heLp command displays information at the terminaL to easist the
operator in issuing further commands. Information Is provided at three
different LeveLs: 1) A help commend without parameters causes the
names of aLL the avaiLabLe CSP commands to be Listed. 2) A partiouLar
command name foLLowed by the key word "HLP" causes the names of
quaLifiers and parameters to the command to be Listed. 3) A
particuLar commend name foLLowed by the key words "HLP EX" causes
exampLes of the compLete command Line to be Listed.

The operator may, at any point and time, type in the key word "HLP"
or "HLP EX" and a fuLL expLanation or an exampLe of the command in
progress wiLL be presented. foLLowed by the repeated prompt.

This feature, coupLed with the improved command structure, does a
great deaL to promote user acceptance and significantLy reduce the
amount of time needed for operators to gain proficiency in CSP use.

3.1.3.2.4 Future IAS UtiLization

The operating system was upgraded from version 3.0 to
version 3.1 and the CSP was upgraded to run under this executive. A
technicaL report was provided, presenting the features of IAS and the
impact of impLementing RSX-11M+.

The potentiaL features of the IAS operating system were Identified
and utilized to increase the efficiency of the CSP system, decrease its
resource requirements end improve upon its functionality. The
deveLopment of the Command Language Interpreter, deveLopment of the
operator "HELP" faciLity, and the usage of indirect commend fiLes are
aLL taking advantage of the operating system capabilities.

3.1.3 Discussion

The resuLt of this effort Is an overaLL improvement of the CSP
in the areas of performance, maintenance and use, by taking advantage
of the operating system capabiLities.
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3.1.4 Hardware/Software AnaLysie

3.1.4.1 ObJective

AnaLyze the various evoLution paths for CSP as reLated to
hardware and software options. Provide the information necessary to
evaLuate the merits of the various hardware and software aLternatives.

3.1.4.2 AccompLishments

HandLers were written to evaLuate the DVII end DUP11 as
aLternative OJ-389 interfaces. These handLers are the functionaL
repLacement for the BR1569 for OJ-389 support. The OUPll handLer is
currentLy operationaL and in use at the BeLLevue faciLity.

3.1.4.2.1 Hardware AnaLysis

ALternate communication devices were evaLuated for possibLe
use in a CSP system. The anaLysis included consideration of the DVII,
DUPI, DP11, DZ11, Dli, DL11, COMM IOP-DZ, COMM IOP-DUP. DOll, DC11
and the KMC11-A as communication interfaces to be supported by CSP.
The basis of much of this anaLysis was to determine whether or not the
current CSP communication support couLd be provided by using DEC
communication interfaces rather than those of another vendor.
EvaLuation has shown that DEC communications interfaces couLd be used
for aLL of the current and foreseeabLe CSP interfaces.

Another area that was researched was the possibiLity of the
impLementation of a gateway to repLace the TLC hardware in favor of a
DEC interface. The evaLuations performed here have indicated that this
is very feasebLe, and couLd be accompLished using a DVII, )011, or even
DUPIl as the supporting interface. The TLC couLd thus be totaLLy
eLiminated.

ALternatives were studied for DJ-389 repLacements using more
conventionaL (and Less expensive) torminaLs. The anaLysis has
indicated that various approaches are viabLe, ranging from the 'dumb'
terminaL to the DEC ProfessionaL System desktop computers. ALL
aLternatives offer the advantages of being more cost effective and
requiring Less unique hardware.

CSP host systems were evaluated from the point of view of both the
impLementation of a 'mini CSP' and the expansion of capabiLities of the
Imaxi CSP' systems. CSP was impLemented on the 11/24 at the BeLLevue
site. Other hardware aLternatives for a CSP host that were evaLuated
ranged from the Micro T-11 based systems (primariLy in a distributed
processing envirnment) to the VAX systems (in conjunction with the
implementation of a suitable HOL). ResuLts have indicated that any POP
11 famiLy system with UNIBUS architecture couLd currentLy be used to
host the CSP. The impLementation of ceP In a HOL wouLd open the range
of possibilities beyond the POP 11 fmiLy.
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3.1.4.2.2 Software AnaLysis

A detailed analysis of RSX 11M and RSX 114+ was performed to
determine their suitability for support of the CSP. RSX 11M was found
to be Lacking in severaL key areas, but RSX 1144+ proved to be very
suitabLe for CSP; in fact offers many impLementation alternatives not
currently avaiLabLe under IAS.

UNIVAC STEP-4 terminal software was evaluated end determined to be
useful as a first step towards the development of a hardware
independent terminal support subsystem.

Areas of software efficiency were addressed, and in many instances
changes were implemented to improve the system performance. In most
cases this invoLved the restructuring of moduLes to eLiminate redundant
coding and inter-task communications.

An analysis of HOLs was performed, and several Languages incLuding
ADA, C, and FORTH were found to be capable of being used in an
efficient manner to implement CSP.

3.1.4.3 Discussion

Hardware is currentLy avaiLabLe to aLLow the impLementation of
CSP using DEC communication interfaces only. This is advantageous from
both an economic point of view, and a Logistics point of view. A range
of host systems Is avaiLabLe in the PDP 11 famiLy that aLLows the use
of the newer processors (11/24, 11/34, and 11/44) to more cLoseLy match
the requirements of smeLL instaLLations. ALternate approaches to the
terminal support subsystem suggest the utiLization of standard
terminaLs rather that the 0J-389; this is feasabLe and could Lower the
cost of a smeLL CSP system considerably.

IAS is going to be supported through 1985. It is currently a very
stabLe operating system. But, if vendor support for new peripheraLs is
to be avaiLabLe, an upgrade to a supported operating system would
eventuaLLy have to be made. If the conversion of CSP to a HOL was
deemed to be desirable, serious consideration should be given to the
idea of remaining with IAS while the software is written in assembler,
and upgrading to another operating system (possibLy VMS on.a VAX
system) in conjunction with the HOL conversion. This would eliminate a
great amount of effort necessary for the assembly Language CSP
conversion, which is not an immediate requirement. It wouLd aLso
result In the impLementation of CSP in a HOL in a much more timely
fash ion.

3-9



3.1.5 OnLine RetrievaL of Traffic

This task invoLved work performed to provide a message recaLL

capability form the onLins message file disk.

3.1.5.1 ObJective

The objective of this task was to develop software to aLLow
the system operator to recover traffic from the current message fiLe
disk, based on a set of retrieval parameters. and reintroduce it to the
system; thus making it avaiLabLe for retransmission and/or editing on

the OJ-389 terminaL. This capability was to include recovery of

traffic without use of the history tape provided the traffic is stiLL
present on the message fiLe disk.

3.1.5.2 AccompLishments

Work performed by the Informatics team consisted of
integrating the SAC CSP message recaLL software into the CUBIC CSP

baseline foLLowing its impLementation at SAC and updating aLL CUBIC

documentation to refLect its incorporation.

3.1.5.3 Discussion

The Informatics team considered severaL methods of

impLementing this capabiLity. After consideration of the requirements

of this capability, it was decided to await completion of the online
message recaLL software under development at SAC, under a separate
contract. The software being developed addressed aLL requirements
defined for this capability. The Informatics team participated in the
design review and software vaLidation processes at SAC. FoLLowing

government acceptance of the online retrieval software, the Informatics

team incorporated the software into the CSP CUBIC baseline and updated
the appropriate CSP documentation. The method of impLementation chosen
yieLded significant benefits, most notably acquisition of this
capabiLity in a very cost-efficient and timely manner.

This capability has reduced the amount of time required to effect
message retrievaL. It aLLows recovery by a Large set of parameters,
ensuring that recaLL can be performed using communications center

parameters, such as CDSN and OSRI/SSN, as weLL as user-suppLied

parameters, such as date-time-group. This capability has almost
eliminated the need to perform message retrievaL from history tapes,

freeing operating personnel end the offLine CSP system for other uses.
AdditionaLLy, impLementation of this capability has Laid the groundwork

for evoLution of the CSP to a system which does not require magnetic

tape archivaL storage.
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3.1.6 Improved Message ALt-route CapabiLity

3A.1.6.1 ObJective

This task provides enhancements to the existing CSP software
which aLLows aLternate routing of messages between seLected output
queues. Improvements wiLL aLLow individual message alternate routing
based on message OSRI, precedence, classification, routing indicator or
assigned office symboL dissemination.

3.1.5.2 AccompLishments

Work was performed on this item under a separate contract at
SAC. CUBIC tasking was to incorporate the completed software into the
CUBIC/CSP baseLine. Due to the deLays encountered at SAC in
impLementing this software, the CUBIC integration could not be
compLeted during this contract period.

3.1.6.3 Discussion

The improved message eLt-route capabiLity is now essentiaLLy
completed at SAC, however, the finaL step of system checkout, test and
integration is stiLL to be compLeted. As soon as this phase is
compLeted, the entire capabiLity wiLL be incorporated into the CSP
baseLine and made avaiLabLe to aLL CSP users.
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3.1.7 PLain Language Addressing

3.1.7.1 ObJective

Completion of this task resulted in instaLLation of software
aLLowing input message traffic to the CSP either in the format
specified for DD Form 173. Joint Message Form, or as a fuLLy formatted
message from an "intelligent" OCR device.

3.1.7.2 AccompLishments

3.1.7.2.1 AnaLysis

An extensive PLain Language Addressing (PLA) analysis phase
was performed which resulted in the preparation and publication of CDRL
A012, PLA Analysis Report. This report examined two possible
approaches which could be taken to provide a PLA capability to the eSP.
Option one called for development of a smart OCR gateway which would
accept input from an OCR after it fully formatted the DO Form 173 into
the proper narrative format. This option would be relatively simple as
it would only require a new gateway to a new type of device and would
not require any changes to the core of the CSP. The second alternative
caLLed for development of the actual PLA software with the CSP, as well
as an input gateway for a dumb OCR. This option would require
extensive modifications to the CSP to accept a new format of message
and perform aLL conversion and routing indicator assignments. The
analysis report concluded with a recommendation to pursue option two
and develop the PLA capability within the CSP itself. After
publication of this report, the recommendation was adopted and the PLA
development began on the CSP.

3.1.7.2.2 DeveLopment

The development phase of the PLA effort was begun by
publishing a Subsystem Design Specification which outlines the
functions, requirements, interfaces, and design details of each of the
PLA modules. The PLA subsystem consists of four basic segments: the
Optical Character Reader Gateway (OCRCON). the PLA Statistics Task
(PLSTAT), the PLA Data Base Update Task (PLAUPO), and the main PLA
Message Expansion (PLACON). PLACON is further divided into overlays
consisting of a header validation segment, a message format Line
building segment, and a PLA to routing indicator conversion segment.
The PLA data bases are structured as indexed ssatwenti-L files created
and maintained by RMS-11. This is a very powerful data base
maintenance feature of the DEC lAS operating system.

The functions and capabilities of the PLA subsystem include
validation of all DO Form 173 header fields, determination of DSSCS or
GENSER community, conversion of aLL PLAs to routing indicators,
processing of address indicator groups (AlGs) and OSSCS address groups
(DAGs), exempting PLAs from AlGs and DAGs and prohibiting the
transmission of the message to Local addressees. If the message is
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DSSCS, a check wiLL be made to ensure the TCC of the message is aLlowed
to be transmitted to each of the addressees. For GENSER messages, a
proper transmission release code is assigned to any message containing
foreign PLAs. The entire message is converted to the proper AUTODIN
format, either D01-103 or JANAP-128, sectioned and paginated if
necessary and reintroduced into the CSP as a new message. As such. it
is subjected to the fuLL format i heck and finaLLy sent to the
supervisors review queue for release authorization prior to actuaL
transmission to AUTODIN.

3.1.7.3 Discussion

The PLA capability was designed as a modular subsystem and may
be impLemented or omitted at any particular Location. The memory
requirements of PLA are such that it is not recommended to be
implemented on a POP 11/45 or any other CPU with onLy 128K memory. The
disk requirements wiLL vary widely from site to site depending on the
size of the data base, however, on a normaL message fiLe disk, there is
usuaLLy sufficient space avaiLabLe for this purpose.

The basic premise guiding the development of PLA was that the
software would convert a DD Form 17 formatted message to the proper
format, independent of the source of the DD 173. Therefore, it is not
necessary to obtain an OCR scanner to benefit from the expansion
capabiLities of PLA. it is only necessary to suppLy the message in
exact DO Form 173 format from any source such as directLy from the
OJ-389, or from a backside processor. In fact, the basic PLA software
has been accredited for use in a DSSCS/GENSER environment with the
primary input source of the OJ-389 and with no OCR.
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3.1.8 Software Interface to AUTODIN

3.1.8.1 ObJective

The current interface between the CSP and AUTODIN consists of
a combination of hardware and software. The objective of this analysis
was to present an analysis of possibLe interfaces that may be used as
alternatives to the current interface between the CSP and AUTODIN. The
primary objective of these alternate interfaces was to provide a direct
interface to AUTODIN as opposed to the current interface which utilizes
a pre-processor interface (TLC).

3.1.8.2 AccompLishments

A study was performed to carefully analyze the functions of
the TLC, and the AUTODIN interface protocol. The hardware interface
consists of a BR-1569 Multiplexer located in the AN/GYQ-21(V) system
and an Analytics Teleprocessing Line Controller (TLC). The software
interface is a non-privileged task, called the AUTI)DIN gateway (or
TLCCON), that manages the transmission and reception of messages via
multiple AUTODIN circuits. Each AUTODIN line is interfaced to a TLC
through the BR-1569 Multiplexer to the host AN/GYG-21(V). The results
of the analysis showed that an interface to AUTODIN could be designed
utilizing only standard DEC communications devices (eliminating the
TLC). This analysis resulted in a technical report on the
accomplishment of that task.

3.1.8.3 Discussion

The 'software TLC' is both feasable and desirable. The
current TLCCON gateway should be updated to support the AUTODIN MODE I
protocol in accordance with DCA circular 370-D195-3, end a handler
developed for a suitable DEC communications device to support the link.

3-14



3.2. System Support

This category of work efforts involved work that was performed
which is more service oriented than product oriented. The previous
category deaLt with actual software development and anaLysis tasks
resuLting in the publication of technical reports, whereas this section
deals with intangibLes. Items to be covered here consist of CSP
instaLLation, configuration management, quaLity assurance, computer
programs and software maintenance activities.

3.2.1 CSP InstaLLation Suppport

3.2.1.1 ObJectives

Work performed for this task involved aLL aspects of CSP
instaLLation. InstaLLation of the CSP consists of four weLL defined
steps, each of which must be carefuLLy and properly executed if the
goal of successful instaLLation and user acceptance is to be achieved.

3.2.1.2 AccompLishments

3.2.1.2.1 Site Surveys

A thorough site survey was the key to a successful CSP
instaLLation. This site survey was performed by Informatics personnel
several months prior to the actual instaLLation of the hardware or
software. It was designed to accomplish two major objectives, to
gather information and to provide information. Information needs to begathered on aLL the site parameters such as routing indicators, office
symbols, and security LeveLs of the TCC and aLL the Lines. ALso. a
complete hardware List needs to be obtained and the users requirements
must be stated at this time. ALL this information was used to properLy
configure the CSP for instaLLation at this perticuLar site. The second
phase consisted of providing information to the site managers
concerning the capabilities and functions of CSP and matching these to
their requirements. Assistance was provided to the site managers In
selecting the proper hardware and software to meet their needs.
ScheduLes, milestones, security aspects and operator preparedness was
also discussed at this time.

During this period the foLLowing site surveys were performed:

- LANTCOM, NorfoLk, Virginia

- FTD, Wright Patterson AFB, Ohio

- USAFE, Ramstein AFB, Germany

- ADCOM, CoLorado Springs, CoLorado

- REDCOM, acDiLL AFB, FLorida
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- EUCON, Stuttgart, Germany

- USAREUR, HeideLberg, Germany

- FSTC. CharLottesviLle, Virginia

3.2.1.2.2 Bass Software Configuration

Once the site survey was completed and all the necessary
information was gathered, the CSP was configured for the site prior to
the actual instaLlation at the user site. This consisted of defining
the lines to be used at the site in CSPCOM, defining the output queues
in the macro QUEUES, and defining for each queue the Legal aLtroutes in
the macro OUEOFF. Other parameters were also preconfigured if the
total multiplexer channel assignment was known in advance. Base
software configuration activities were conducted prior to installation
of the CSP at LANTCOM, FTO, USAFE, ADCOM. and REDCOM.

3.2.1.2.3 Installation

Installation of the CSP is a two person effort with one
person actually building the system end configuring aLL the site unique
parameters, while the second person assists the user in preparation of
all user maintainable tables, such as routing, dissemination, user ID,
and security tables. These are functions which the user must be able
to perform and it is critical that this function be successful. Once
the system is installed, training of user personnel began immediately
by one person, while the other person began a thorough system test in
accordance with the CSP InstaLLation, Test, and Site Acceptance Plan.
During this cor tract period, CSP was installed at LANTCOM, FTD, USAFE,
ADCOM, and REDCOM.

3.2.1.2.4 Site Unique BaseLine

After a successful installation of CSP at each site, the
system installation personnel gathered sufficient information about the
configuration of the CSP that was just installed to enable the
establishment of a site software and hardware inventory. This
consisted of Listing the modules containing aLL Line and queue
definitions and queue aLtroutes as well as the system generation
command files which define the hardware configuration. ALso, any
software changes made at the site were noted and that software was
transported back to Bellevue and incorporated into the CSP baseline
where appropriate. Checksums were run against all software installed
at the site, and these checksums were compared against a Listing of CSP
baseline checksums maintained in Bellevue. ALL this information was
released to the configuration manager for incorporation into the
Informatics Configuration Management System data base.
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3.2.2 Configuration Management

3.2.2.1 ObJectives

Configuration management is the appLication of systematic,
technicaL and administrative procedures to identify and document the
functionaL and physicaL characteristics of the CSP baseLine moduLes as
weLL as the site taiLored software at each instaLation. Configuration
management ensured adherence to weLL defined procedures for
impLementing additions or modifications to the CSP standard system and
provided a mechanism for recording and reporting change processing and
implementation status.

3.2.2.2 AccompLishments

3.2.2.2.1 Software Inventory

An accurate record of CSP software was maintained during
this contract period with the aid of an automated Configuration
Management System (CHS) deveLoped at Informatics. With the use of this
in-house tooL, aLL CSP baseLine software was identified end recorded.

3.2.2.2.2 Software Modifications ControL

As CSP software updates were incorporated into the CSP,
either as modifications to baseLine or site-unique, they ware Logged
into the CMS using a unique coding system. Using this coding system, it
was possibLe not onLy to track the updated versions per baseline but to
identify and record the site unique software modifications as well.

3.2.2.2.3 Software Modification Distribution

As new or updated CSP modules were released and distributed,
the configuration management system played an essential part in
maintaining records of the releases. Using a site subsystem in the
automated system, a record of the most current CSP release per site,
was maintained.

3.2.2.2.4 Site Configuration Support

The GHS supported each site configuration by maintaining a
site inventory. This incLuded for each site the current CSP release,
the date of instaLLation and any site unique software.

3.2.2.3 Discussion

Informatics has deveLoped, as an in-house tooL, an automated
configuration management system to aid in the identification and
maintainance of aLL CSP software. This tooL has been a vaLuabLe asset
by providing an accurate record of changes within the CSP for the past
two years. It refLects the software inventory, software modifications.
probLem Logging, CSP documentation and site inventory and has proved to
be an instrumental aid in ensuring the integrity of the CSP.
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3.2.3 Software QuaLity Assurance

3.2.3.1 Objective

The Software QuaLity Assurance task was impLemented to monitor
and controL the quaLity of the software being deveLoped, assure that
software deLivered under this contract compLied with the requirements
of this contract, and to guarantee that the CSP software was deveLoped,
tested and maintained in an effective and efficient manner.

3.2.3.2 AccompLishments

EarLy in the contract period the Software QuaLity Assurance
Program was estabLished. Procedures were estabLished for work tasking
and authorization, testing, corrective action, Library controls,
documentation preparation, software reviews, and software deveLopment
techniques and methodoLogies. Throughout the contract period the
enforcement of these standards has contributed immeasurabLy to the
deveLopment of consistentLy high quaLity, and thouroughLy tested CSP
software.

3.2.3.2.1 PLan Preparation

The Software QuaLity Assurance PLan was prepared according
to the guideLines provided in MIL-STD-1521, Technical Review and Audits
and DOD Standard 7935.1-S, DOD Automated Date Systems Documentation
Standards. ParticuLar attention was given to a practicaL
impLementation of a pLan that couLd be impLemented in a manner that
wouLd assure that the software wouLd be of the highest possibLe
quaLity.

3.2.3.2.2 SQA Activities

ALthough the SQA phiLosophy is constantLy present, it was
particuLarLy evident in the impLementation of a new CSP baseLine. This
often invoLved major changes to the software to incorporate new
features and enhancements. Thorough testing and certification was
promoted by the SQA implementation guideLines (CSP Software QuaLity
Assurance Program TR-80-2550-04, May 1981). BaseLine testing and
verification procedures foLLowed the guideLines estabLished in the CSP
InstaLLation, Test and Site Acceptance PLan, which describes in detaiL
the site preparation, system generation, site operational tabLes,
training and security accreditation. The Software QuaLity Assurance
Program activities were a portion of every phase of CSP software
deveLopment, testing, implementation, training, accreditation, and site
acceptance.

3-18



3.2.4 Computer Program

3.2.4.1 ObJective

ALL computer programs assembled or developed under this
contract were delivered in the form of source and object code on
magnetic tape, and accompanied by source Listings. AssembLy Language
was used. The goal of this task was to ensure that the most current
version of aLL CSP software is delivered to AFS/IND for distribution
within the prescribed procedures.

3.2.4.2 AccompLihments

Since ARS/IND does not currentLy have a computer facility or
the capability of maintaining the baseline and distributing the CSP
software to the user sites, this baseline has been maintained by
Informatics at their BeLLevue, Nebraska development facility. As
modifications were made to any CSP software module, they were
thoroughly tested before incorporation into the baseline. Distribution
was made to the user sites via an update tape containing the changes
into the user's system. InitiaLLy, aLL changes were distributed in
source form and the system had to be reassembLed and retaskbuiLt after
each change. However, the system migrated to the point where it could
be distributed in object format for the majority of the modules. Thus
CSP is now instaLLed in object form and aLL modifications are also in
object module form where appropriate. The only source code supplied to
the site are those modules that are required to reconfigure the system
tables and site unique parameters.

3.2.4.3 Discussion

As the computer facility is completed at AFIS/IND the CSP
baseline software wiLL be transferred to that facility and maintained
there. This wiLL consist of aLL sources and object modules. From
there, object module distribution wiLL be made as it is currently done
at BeLLevue. Any modifications made to the CSP wiLL be thoroughly
tested and the source code wiLL be shipped to AFIS to update the
baseLine.
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3.2.5 Software Maintenance

3.2.5.1 Objective

Software maintenance included aLl work providing for
centralized maintenance support to aLL CUBIC sites. This support took
the form of CSP probLem identification and resolution, as weLL as CSP
enhancements. ProbLems were identified by the CSP on-site personnel
and resolved by project personneL at the BeLlevue development facility.

3.2.5.2 Accomplishients

Over the two year period of the CSP contract, severaL major
accomplishments were made in correcting and enhancing the CSP contract.
As mentioned above, these accomplishments included problem resolution,
as well as CSP enhancements. CSP corrections were made in three steps:
problem identification, problem resolution, and problem response. Each
separate process was activated when needed. Each area is discussed
below. Enhancements included suggestions from AFIS/IND, as weLL as the
CSP on-site personneL. General maintenance support was aLso performed
at the BeLLevue development facility.

3.2.5.2.1 ProbLem Identification

ProbLem identification was an Important aspect of software
modification. For the CUBIC CSP contract, problem identification took
two forms: full-time, on-site support or centralized off-site support
from the Bellevue development facility.

Generally, problem identification began with recognition of a CSP
malfunction, attributable to software, by operators or user personnel
at a CSP instaLlation. AFIS/IND was informed of this malfunction by
the issuance of a user report from the CSP site where the error
occurred. After AFIS/TND had validated the problem report, Informatics
was notified of the problem and began to diagnose it. Any site
specific modifications which did not require AFIS/IND approvaL were
corrected on-site end the changes communicated to the Bellevue office.

3.2.5%2.2 ProbLem ResoLution

Once the Bellevue development facility received the problem
report from AFIS, the process of problem resolution began. If
necessary, phone conversations with the appropriate on-site personnel
were conducted, in order to clarify the nature of the problem. This
was followed by an extensive analysis of the software malfunction.
Many times this anaLysis would indicate that an actual software error
had not occurred; the malfunction could be traced to some other site
occurrance.

If the problem was determined to be a software error, the required
corrective action was determined end the resulting maintenance task was
sized and scheduled. AFTS/IND was then given necessary information as
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to the diagnosis results and scheduled corrections. Under the terms of
the contract, this notification occurred within five days of receipt of
the probem report.

3.2.5.2.3 ProbLem Response

Once AFIS/IND had been informed of the status of the
software error, Informatics kept them up to date via the monthLy status
report. ALL software maLfunctions were identified as either 'open' or
'closed'.

Once the changes were made and successfuLly tested at the BeLLevue
facility, distribution was made to the appropriate instaLLation.
Depending on the time demands on the problem, distribution was made
either immediateLy or at a convenient time, such as the shipping of a
site release tape.

3.2.5.4 General Maintenance Support

ALong with problem identification, resoLution, and response,
general maintenance support occured at the Bellevue deveLopment
faciLity. This support incLuded implementation of new CSP reLeases;
working with on-site user and operator personneL to investigate CSP
malfunctions; and analyzing, planning, designing, coding, testing,
instaLLing, and documenting site unique software modifications. ALL
these software modifications were designed, developed, tested, and
implemented in accordance with CSP quality assurance and configuration
management guidelines. This general maintenance support served as an
enhancement to CSP functionality.

3.2.5.3 Discussion

For the most part, software maintenance functioned during the
course of the CUBIC CSP contract as described above. Therg was,
however, one important change in software maintenance. In January of
1982, AFIS published guideLines for use of standard Cubic ProbLem
Reports (CPRs). These reports provided a method for identifying aLL
CSP errors on a numerical system, by site, as weLL as in sequential
order. In addition to identifying CSP software errors in a more
efficient fashion, the CPR system also provided for accurate record
keeping of aLL suggestions/enhancements for the CSP. These suggestions
and enhancements were reviewed by AFIS and Informatics and, if deemed
appropriate, were acted upon.
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3.3 On-Site Maintenance

On-site maintenance of the baseLine, enhancements, and site unique
software was provided as a site option. This incLuded anaLyzing,
planning, designing, coding, testing, instaLLing, and documenting site
unique software. ALso incLuded was providing famiLiarization to
seLected operators and programmer/anaLysts; identifying, anaLyzing,
reporting and/or resoLving software probLems or enhancements; and
providing assistance to the operating agency on the integration,
instaLLation and impLementation of new CSP hardware/software. Each
site currentLy receiving on-site support is discussed beLow. Appendix
A contains additionaL information on each site at which CSP is
instaL Led.

3.3.1 TCATA, Ft. Hood, Texas

On-site support was initiated during the month of June, 1981 at
TCATA. A new gateway was created at TCATA which utiLizes a dynamic
region to pass messages between the CSP and the TCATA Output Message
ControLLer and Timer (TOMCAT). An interface was aLso deveLoped between
the CSP and the BattLefieLd EvaLuation and Target Acquisition (BETA)
system. A third gateway was designed to aLLow CSP-CSP communications
over a sateLLite Link to aLLow for the depLoymen- of the Remote
Communications Processor (RCP). This gateway operates through a DEC
DV11 muLtipLexer. SeveraL joint exercises were supported by CSP and
the on-site personnel during this contract period. No significant
probLems ware encountered with CSP support during any of the exercises
in which CSP participated.

3.3.2 MAC, Scott AFB, ILLinois

On-site support was initiated during the month of June, 1981 at
MAC aLso. MAC is operating under a unique hardware configuration with
both the CSP tasks and the message fiLe on a singLe disk. This does
not require any speciaL software to support this arrangement, however,
the on-site support representative is needed to keep the system
operationaL under this configuration. Any time the system pack gets
corrupted due to hardware faiLure, it is necessary to coLd start the
system since the message file is coresident. This arrangemetit has not
appeared to hamper on-Line operations except for the frequent
degradation of the abiLity to recover messages on-Line from the message
fiLe after a coLd start. RecentLy, severaL problems have been
encountered causing the system to hang up and occesionaLLy causing a
system crash with a memory parity error. This has necessitated the
remoVaL of CSP reLease 2.2 change 2 and the faLL-back to change 1.
Change 2 wiLL be reinstaLLed when the system is moved to the POP 11/459
recentLy obtained by MAC and the hardware probLems can be eLiminated.

3.3.3 USAFE, Ramtein AFB, Germany

On-site support was begun at USAFE during the month of August,
1981. A modification to the TLC gateway was made at USAFE which
alternates use of the two AUTODIN communications Lines to aLLow more
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equitable use of the duaL-homed capability of the CSP. This
modification was incorporated into the baseline and was redistributed
to other CSP sites. A problem was identified and resolved concerning
the BR1569/TLC interface. A unique problem was discovered at USAFE
regarding the 50HZ power supply and its unstable effect on the system
time. They were experiencing a frequent Loss of time from the system
clock, which prompted the on-site representative to modify CSP to allow
a change of time online. Another unique problem found relates to
reLeasabiLity of messages to non-US personnel. In particular,
TOPSECRET messages should be allowed to be released to certain
countries based on the routing indicator and SPECAT designator. The
solution is currently being analyzed and a modification will be made to
CSP to aLlow release of these messages.

3.3.4 LANTCOM, NorfoLk, Virginia

On-site support was initiated during the month of September,
1981 at LANTCOM. The unique use of Teletype Model 40 printers as
Baudot messages and service printer devices caused a new printer
handler to be developed to handle formfeeds and printer timeout
conditions. Another requirement was initiated at LANTCOM which called
for processing multiple action addressees. This capability was
developed for LANTCOM, but has become part of the CSP baseline
capabiLities. A problem surfaced at LANTCOM regarding the handling of
CRITIC messages, specifically the rigid format validation performed by
CSP and the prssibLe rejection of the message due to format errors.
LANTCOM proposed to bypass format validation of CRITIC messages
providing tiet format Lines 2 and 16 were correct and could therefore
identify the message as a CRITIC. The change was made by site
personnel at LANTCOM without coordinating the change with AFIS or the
proper office in DIA. A meeting was set up between AFIS, DIA, LANTCOM,
and Infcnmatics personnel and a proper solution was agreed upon by all
parties, The solution to the problem is being designed and will be
imptemeited in a standard manner, to replace the fix at LANTCOM.

3.3.5 ADCO4, CoLorado Springs, CoLorado

On-sits support was begun at ADCOM during the month of January,
1982. The actual instaLLation of the CSP, however, did not occur until
mid-August 1982, due to facility construction delays. After
instaLlation an attempt was made to perform system accreditation
testing. which failed due to several factors, including incomplete
wiring, wrong signal Level at the Western Union J-Box, Lack of support
at the ASC, and untrained operators. These problems were resolved by
mid-October and accreditation retesting occurred, this time
successfully. The problems remaining at ADCOM are in the redundant
channel configuration of the BR1731 multiplexer and the NSA circuit
configuration through the BR1731.
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3.3.6 REOCOM, MacDiLL AFB, FLorida

On-site support was initiated at REDCOM during the month of
ApriL, 1982. The hardware was instaLLed and the BR1731 was onLy
configured with a capabiLity to support a ModeL 40 receive onLy
printer. Since fuLL dupLex communications were required to support the
RDJTF faciLity, modifications were made to the Mode II input gateway to
support input of messages through the teLetype handLer.

3.3.7 SAC, Offutt AFB, Nebraska

On-site support was initiated at SAC under this contract during
the month of ApriL, 1982. ActuaL on-site support was provided at SAC
from the time of the originaL instaLLation in 1978, however, this
support was provided under a separate contract to SAC. In ApriL, the
separate SAC contract was terminated and SAC became a formaL CUBIC/CSP
user. Because of its proximity to the Informatics deveLopment
faciLity, much of the support provided to SAC consists of impLementing
new software and running a thorough test and evaLuation prior to actuaL
incorporation into the CSP baseLine. In this manner, SAC has been
designated the Lead command for aLL CSP deveLopments.
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3.4 CORLs

The foLlowing CSP documents were successfuLly completed and
delivered during the contract period.

3.4.1 CSP Status Report (CDRL AOOI)

The CSP Contract Status Report was issued monthly and identified
the status and activities for aLl tasks in progress in terms of
performance, status, and work planned for the next reporting period.
Additional sections were included that identified management items of
concern, a management Level work summary, aLL CSP contract related
travel, and changes in project personnel.

3.4.2 CSP Overview (CDRL A002)

The CSP Over.iiew provided an overview of system objectives and
requirements suitable for management and general informational purposes.
It was prepared in accordance with Data Item Description No.
R&D-1 88-RADC.

3.4.3 FunctionaL Requirements ManueL (CDRL A003)

The Functional Requirements Manual provided a description of
common system capabilities which were used to describe the system to
potential users, to preview the system when training user personnel, to
serve as a reference for user personnel, and to provide a performance
checklist after installation. Because this document was used by staff
who did not necessarily have computer system experience, it was written
using Language which was as nontechnical as possible. It was prepared
in accordance with Date Item Description No. R&D-189-RADC.

3.4.4 System Design Specifications (CORL A004)

Thb System Design Specification provided a detailed definition
of CSP functions and interfaces with other system end subsystems. It
was in accordance with Data Item Description No. R&D-190-RADC.

3.4.5 System Operator's ManuaL (CAL A005)

The CSP Operator's Manuel contained complete detailed information
on the system console, MDC/SVC terminal, and offLine and support
procedures necessary to successfuLLy operate the automated support
system. It was oriented towards computer operators and message
distribution personnel who were responsible for the efficient
performance of the CSP, and included appendices covering system errtr
messages, distribution terminal error messages, and system command..
Additionally, a separate appendix was prepared for each site which
contained a configuration summary and other information unique to that
site. Each site received the general Operators Manuel along with the
appropriate site configuration appendix generated as a result of the
installation process of the particular system.
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The manuaL was prepared in accordance with Data Item Description No.

R&D-1 91-RADC.

3.4.6 Program Maintenanca ManuaL (CRDL AD))

The CSP Maintenance ManuaL presented detaiLed program
descriptions for aLL CSP modules and information on the maintenance of
these moduLes. It was technical in nature and was developed for
personnel who were responsible for the maintenance of computer programs.
This document, together with a program Listing containing programmer
comments, assisted the maintenance programmer in making modifications to
the existing system programs as requirements changed.

3.4.7 Configuration Management PLan (CDRL A007)

The CSP Configuration Management PLan (CMP) specified orocedures
for the achievement of the CUBIC CMP configuration management goals for
the subset of aLL CSP software deveLoped, disseminated and/or maintained
by Informatics General Corporation under the CUBIC Management Program.

3.4.8 Test and ImpLementation PLan (CDRL ADOD)

The T&I PLan provided guidance for management and technical
efforts throughout the instaLLation, test and training period for each
instaLLation. The T&I PLan detailed procedures for initial software
instaLLation and subsequent releases. It also established a
comprehensive test pLan so that users and security personnel could
demonstrate and validate the operational capabilities of the CSP. By
defining and publishing such a benchmark, against which the system could
be made to perform, the process of DIA/DCA certification could be made
simpler, and more standardized for the user, while at the same time
providing DIA/DCA with a weLL defined procedure and published, expected
resuLts.

A second major aspect of the T&I PLan was a detaiLed checkList for
instaLLation and user orientation/training. This checkList was used by
the Informatics instaLLation team to ensure that aLL phases of CSP
instaLLation were properLy and effectiveLy performed. In it were
detaiLed key points and miLestones relative to instaLLation as weLL as
specific items of a user training nature which must be covered to ensure
proper user preparation.

3.4.9 Test AnaLysIs Report (CDRL ADOD)

The Test AnaLysis Report was produced by the Informatics team
foLLowing accreditation testing of the CSP for new instaLLations or new
reLeases of CSP software. These reports consisted of a synopsis of test
activities including a description of any problems encountered.
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3.4.10 Operating System Upgrade Interim Technical Report (CDRL AIO)

The Operating System Upgrade Interim Technical Report contained
results of an analysis of potential for use of specified IAS features.

3.4.11 Hardware/Software ALternatives Interim Technical Report (CDRL
A011 )

Two reports were produced as part of this contract deliverable.
The first consisted of a report identifying a set of generic hardware
configurations which can support the CSP and associated system
capabilities. The second report addressed the capability to make
certain software modifications related to a scaled down hardware
version of the CSP.

3.4.12 PLain Language Addressing (PLA) Interim Technical Report (CORL
A012)

The PLA Interim Technical Report consisted of the results of an
analysis of two possible approaches which may be taken to provide a CSP
capability for PLA.

3.4.13 Software Interface to AUTODIN Interim TechnciaL Report (CDRL
A013)

The Technical Report for the feasibility of a direct srjtware
interface to an AUTODIN Switching Center (ASC) included results of an
analysis effort projecting impacts on memory utilization, throughput,
efficiency, and security accreditation.

3.4.14 Final Technical Report (CDRL A014)

This Final Technical Report (FTR) for the CSP Support contract
summarizes the results of work performed during the contract period.
This report identifies CSP capabilities and deLiverabLe products that
were produced.

3.4.15 QuaLity Program Plan (CDRL A015)

This document identified requirements and procedures for a
Software QuaLity Assurance Program that were implemented for the CSP
Support Contract. The Quality Program Plan was produced in accordance
with MIL-S-52779 guidelines.

3-27



SECTION 4

4.0 Summary and Recommendations

Reviewing the accomplishments of this past contract reveals
that many tangible improvements have been made to CSP which brings more
productivity into the telecommunications center. Without a doubt, FARM
and PLA significantly broaden the applicability of CSP ane have gained
strong user attention and anticipation. Prior to these was online
message recall which has all but eliminated the need for magnetic tape.
Another visible improvement has been the modifications designed for
flexibility and transportability. The CSP software can be installed,
configured and made test ready in under half a day and be done in a
fashion which provides complete audit trail and configuration
management information.

From a functionality standpoint, it can be seen from the above that
significant improvements have been made to the CSP. To the
aforementioned List could be added numerous other improvements of a
lesser nature, but nonetheless supporting the evolution of CSP from a
relatively primitive communications processor to an automated full
function communications system.

Throughout this evolution the design and implementation process has
included considerable thought toward anticipation of future
requirements. For example, while the PLA capability was not scheduled
for completion until late 1982, the foundation for PLA, in terms of data
structure modifications and other "hooks", was laid as far back as 1980.
This has allowed integration with virtually no impact anticipated on
existing installations when upgrading to PLA. Release 2.3 of CSP will
include, of course, PLA, FARM and many other enhancements, but it will
also include "hooks" for fut're anticipated expansion. In terms of SOW
items for the follow-on contract, several changes have been anticipated
and the foundations laid for upgrading CSP to RSX-11M or M+, running CSP
on a smaller hardware configuration, elimination of the
History/Intercept tape requirement, message recall by service message
request, and modifications to the MDC terminal operations.

CSP has been evolving along other lines besides functionality. The
original CSP for SAC was fairly restrictive as to the hardware
configuration it required for opnration. For instance, usage of other
than DEC TUIO tape drives for hictory and intercept required software
changes. Today CSP is much less restrictive as to hardware
requirements. With consideration given to performance and capacity
requirements, CSP can be offered as a system able to run on the entire
family of PDP-11 processors (except for 11/23 and 11/24 because of IAS
operating system constraints). CSP can use as a message file date base
any disk drive supported by the operating system and the same holds true
for meg-tape devices. Because CSP was designed for device independence,
it can take immediate advantage of new peripheral offerings as soon as
they become available with operating system support.
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With the advances in hardware/software technology projqcted to
proceed at their current phenomenal rate, it will not be long before the
current CSP hardware/software architecture will be updated with respect
to available technology.

From a hardware standpoint the industry move is, and always has
been, to more processing power in smaLler packages. Much more emphasis
is being place on distributed processing techriiques in an effort to
expend the capabiLities of these smaller processors, as well as Limit
the reliance on a single processor for all functions. The other obvious
use of distributed processing is to get more capabilities to more
people.

Software, too, is undergoing a change in terms of how people view
its use. With the current evolution of higher order Languages (HOLs),
the frequency of machine Language (MACRO-t1, BAL, etc.] impLementations
of computer programs will drop dramatically as more powerfuL and
flexible HOLs become available. Machine language has historically been
selected for use becuase of its efficiency and abiLity to manipulate
the hardware and small units of data (bits, bytes, etc). It was also,
in many cases, the only language available on minicomputers in the
early stages of development. This is rapidly changing, however and the
time is not far off when machine language will be a .ool used only by
the hardware designer when building the machine itself. Consider the
DEC VAX 11/780 which implements sophisticated data structure
manipulation operations in its instruction set, or the Commerical
Instruction Set (CIS) option for the PDP-11/24 and 11/44. Many
microprocessors are commercially available which offer the PASCAL,
BASIC, and "C" Languages implemented in firmware, and which cannot
easily be programmed in machine language. A major drawback to machine
Language has been and, by definition, will continue to be, cost. While
it is generally efficient in its operational form, the cost to develop
continues to escalate as labor costs rise. Machine Language
programmers are hard to find and good ones demand high salaries. The
efficiency of machine language is directly dependent upon programmer
expertise while with higher order Languages a Large amount of
efficiency can be "built in" to the compiler and the language itself.
Another drawback to machine Language is dependency. For example,
software coded in PDP MACRO-11 cannot be executed on anything but a
POP-11. This is not necessarily true of HOLs. A program written in
"C", PASCAL, or ADA will run on a variety of computers supporting that
language.

Where does this all fit with CSP? One can begin by Looking at the
user. Telecommunications centers serve a vital but relatively minor
role in the process of intelligence information gathering and
dissemination. The message traffic itseLf is mereLy data untiL it gets
into the hands of the intended recipient where its true value comes
into play. Many of the processes taking place in a communications
center require significant manpower allocation but represent minor
capabiLities for computer systems. As these TCC processes are
translated into software, Less effort need be expended on moving data
and more can be spent on using it.
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Most communication centers have Limited space and in most cases
that space must be shared between people, communications equipment,
administrative offices etc, and finding room for two PDP-11/70 systems
can be a problem. It is therefore incumbent upon system designers to
provide more nompact and efficient systems which get the job done but
do not have the impact on space of the current larger systems. Coupled
with smaller size and increased performance is a constant requirement
to reduce costs, both in hardware procurement/operation and in software
development and maintenance.

Cost reduction and performance improvement can be accomplished
through use of newer, smaller, more powerful equipment including
distributed processing techniques and through other techniques such es
software preparation in a suitable higher order language such as ADA.
The result will be a very efficient (in cost, space and performance)
system with wide flexibility and applicability.

To a certain extent CSP stands at a crossroads with respect to
future evolution. In its current state CSP is a solid, well defined
system. If TCC requirements were never to change and currently used
hardware continued to be available, then CSP could continue to be a
viable system. Neither of the above premises are true however and some
decisions must now be made concerning the evolution path to take. No
single path represents a clear-cut decision. On one hand there is
strong support for migration of CSP to smaller hardware which would
give the same or slightly more capability than the current system.
This makes sense from the standpoint that the hardware is moving in
that direction and TCC's don't usually have physical space to spare.
On the other hand, changing TCC requirements such as consolidation of
DSSCS/GENSER facilities as well as overall expansion of communication
requirements tends to support the move of CSP to larger. faster
hardware. In its current form and using current 21(V) hardware. CSP is
throughput Limited to perhaps 6000-8000 messages/day. This is adequate
for most applications but clearly inadequate for many potential users.

It is, of course, a well known fact that DOD is pursuing a solution
to the current AUTODIN/Tributary problem, and this is the Inter-Service
AMPE, CSP is the interim standard AMPE and as such is scheduled to be
replaced by I/S AMPE, or is it? Even though I/S AMPE would automate
TCC's as well as serve as switching nodes for the DIN network, does
that eliminate the requirement for message processing systems connected
to I/S AMPE? Today CSP provides 70% of the functionality projected for
I/S AMPE and rough estimates for I/S AMPE operation are for the Late
1980's; CSP will have to provide service until then.

The work items identified in the folLow-on contract represent some
real direction in this decision making process. Conversion of CSP to a
higher order Language is an absolute necessity. It must be pursued with
serious dedication. ADA represents the clear-cut choice of Languages.
Lack of approved compilers is a temporary probLem, but it is anticipated
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that vary shortly the computer manufacturers wiLL begin to make
avaiLabLe ADA compiLars along with the necessary deveLopment environment
tooLs. The probLem of hardware dependence must be resoLved. This wiLL
in fact be partiaLLy aLLeviated by conversion to a HOL but more work
must be done in order to use standard, vendor suppLied options and thus
remove the reLiance on unique (expensive) soLe source equipment.

For CSP the past two years of work saw the overaLL organization and
stabiLization of the system into a weLL defined product. New capabiLity

was added in a methodical and weLl pLanned fashion. With respect to
functionaLity, CSP is now mature. The work to be performed over the next
severaL years must focus on evoLution towards refinement of the
technoLogy and expansion of appLicabiLity and fLexibiLity.
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APPENDIX A

CURRENT CSP INSTALLATIONS



HO SAC, Offutt AFB, Nebraska

Sitg Location

The CSP became operational at HO Strategic Air Command (SAC) in
September 1978. The CSP was deveLoped at HO SAC as part of the
OperationaL InteLLigence Support System (0ISS) of the IDH Improvements
Proj act.

SAC has a worLd-wide mission of deterring war by being prepared to
conduct strategic operations on a gLobal basis with the objective of
destroying an enemy's wiLL or capabiLity to wage war.

CSP provides both DSSCS end GENSER communications support for
transmission and reception of reaL-time AUTODIN messages in support of
SAC's mission. In addition, the CSP functions as a front-end processor
for the AnaLyst Support Processor (ASP), which directly supports SAC's
inteLLigence analysts.

Equipment Configuration

The CSP at SAC is currently impLemented on the foLLowing hardware
for the primary system:

o CPU - One (1) PDP-11/70 with 256K memory

o System console - One (1) LA120 DECwriter

o Disk drives - Three (3) BR1538D (shared)

One (11 RL0I

0 Tape drives- Two (2) TE16
Three (3) TUIO (shared)

o MuLtipLexer - One (1) 38-channeL 8R1569

o Line printers - One (1) LPI1WA (shared)
One (1) 8600
One (1) TT Mod-40 ROP (shared)

o AUTODIN Interface Device - Two (2) TLCIOO (shared)

o Message Distribution ConsoLe - Three (3) OJ-389 (shared)

o Other Equipment - One (1) VT52 terminaL
One (1) paper tape reader/punch
One (I) CR11 card reader (shared)

The backup system is configured identicaLLy to the primary. ?Yhose
items Listed as "shared" above are switchable between the two
processors. AdditionaLLy, individuaL circuits terminating in the BR1569
muLtipLexer are switchable between both processors by means of BR1568
switches.
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Software Configuration

Figure A-01 contains a site report extracted from Informatics'
Configuration Management System. This report refLects the current
software reLease LeveL for this site, the date of software instaLLation
and impLementation, and a status of pending reLeases. ALso incLuded
are any site unique moduLes deveLoped for this particuLar site.

Comunications Configuration

The CSP is dueL-homed to Tinker and GentiLe ASCs for onLine
tributary operations, both DSSCS and GENSER. Backside tributaries at
SAC incLudes the ASP, Mode II send and receive circuits, and a SPCL
processor for deLivery to SOLARS.

A connectivity diagram for SAC is presented in Figure A-02.

Current Operations Statistics

SAC's average traffic voLume end CIM rate are as foLLows:

o Messages transmitted - 1569 per month

0 Line bLocks transmitted - 112,086 per month

o Messages received - 56,301 per month

o Line bLocks received - 1,421,982 per month

o CIM Rate- .57%

The CSP is abLe to maintain approximateLy 37 days of onLine storage.
SAC has been abLe to maintain a Low CIM rate due to the extensive format
and security checks performed by the CSP.

ApproximateLy 75% of the incoming messages are derivativeLy routed
to the ASP. Another 5-7% are derivativeLy routed to the SPCL system.
ApproximateLy 5% of the incoming messages are derivativety routed to the
SRC. The remainder of the incoming messages is routed by the message
distribution cLerk.

The station reLiabiLity for SAC incLuding both hardware and software

outages is approximateLy 99.84%.

Future Operations

There are pLans to repLace the interface to the SPCL system with an
interface to the SAC SOLARS system via the Micro-ProgrammabLe ControLLer
(MPC). When this interface is compLete, the amount of messages
derivativeLy routed to SOLARS is expected to increase by approximateLy
3%.



SITE: SAC (SA)

RELEASE: 2.2C2

STATUS: OPERATIONAL 30-APR-82

DATE OF INSTALLATION: 30-APR-82

REMARKS: NONE

UNIQUE MODULES:

MODULES: INTCON.MAC
IDENT: V2.2SA1
DESCRIPTION:

INTCON WAS CHANGED TO SUPPORT THE CHANGES MADE TO 'INTGWY.MAC' OF THE
SAME LEVEL. EFFECTIVELY THE ASCII LINE NAME IS CONVERTED BACK TO ITS
ASSOCIATED LINE ID BEFORE ENTERING CSP. THIS CHANGE WILL ALLOW THE
OPERATOR TO ENTER INTERCEPT TAPE INFORMATION BETWEEN CSP RELEASES.

MODULES: INTGWY.MAC
IDENT: V2.2SA1
DESCRIPTION:

THE "PADWRITE" ROUTINE OF INTGWY.MAC WAS EXPANDED TO ALLOW A CONVERSION
OF THE LINE-ID TO ITS ASSOCIATED ASCII LINE NAME BEFORE WRITING THE PAD
TO TAPE. THIS CHANGE WILL ALLOW OPERATOR TO ENTER THE INTERCEPT TAPE
INFORMATION BETWEEN CSP RELEASES.

Figure A-01 SAC Configuration Status
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Sits PersonneL

There are no CUBIC/CSP on-site representatives per se at SAC. The
cLose proximity of the BeLlevue faciLity to SAC makes it possibLe for
the personneL at the contractor's facility to assist in system troubLe
shooting. This effort is conducted LargeLy by Mr. Bob Mack,
Informatics and Mr. Barry King, PRC. Messrs. Mack and King work cLoseLy
with the communications and date processing staffs of SAC. Their
primary point of contact is 1st Aerospace Communications Group.
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HOk MAC, Scott AFB, ILLinois

Site Location

CSP was instaLLed at HO MiLitery AirLift Command (MAC) in June
1979. This was the second instaLLation of CSP after SAC successfuLLy
demonstrated the abiLity of the CSP to the miLitary inteLLigence
communi ty.

MAC has a worLd-wide mission of providing airLift, Logistic, suppLy
and transport support to aLL DOD eLements. A secondary mission
consists of supporting Air Force Communications Command, Air Rescue and
Recovery Service and Air Weather Service components.

CSP provides both DSSCS end GENSER communications support for
transmission and reception of reaL-time AUTODIN messages in support of
MAC's mission. In addition, the CSP functions as a front-and processor
for the MAXI system, which directLy supports MAC's inteLLigence
anaLysts.

Equipment Configuration

The CSP at MAC is currentLy impLemented on the foLLowing hardware
for the primary system:

0 CPU - One (1) POP 11/70 with 128K memory

o System ConsoLe - One (1) LA36 DECwriter

o Disk Drives - One (1) BR1538D

o Tape Drives - Three (3) TUI

o MuLtipLexer - One (1) 36 channeL BR1569

o Line Printers - Two (2) 80 character Line printers

o AUTODIN Interface Device - One (1) TLCIOO

o Message Distribution ConsoLe - Two (2) OJ-38U

a Other equipment - One (1) VT52 terminat

One (1) Paper tape reader/punch

There is currentLy no backup processor to be used in the event the
POP 11/70 or one of its peripheraLs is down. If the down-time is
excessive, a POP 11/70 used to support MAXI can be recabLed to run CSP.
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Software Configuration

Figure A-03 contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release Level for this site, the date of software installation
and implementation and a status of pending releases. Also included are
any site-unique modules developed for this particular site.

Communications Configuration

The CSP is homed to ASC Gentile for online operations, both DSSCS
and GENSER. The only backside tributary at MAC is the MAXI system.
There are no other Local tributaries or communications Lines configured
at this time.

A connectivity diagram for MAC is presented in Figure A-04.

Current Operations Statistics

MAC's average traffic volume and CIM rate are as follows:

o Messages transmitted - 1,225 per month

o Messages received - 25,225 per month

o CIM rate - .33%

The traffic volume has been steadily increasing at the rate of
10-15% per year, while the CIM rate has been declining dramatically.
This decrease in CIMs is largely due to the increased format checking
and stricter security checks placed an each message by the CSP.

With MAC's current message volume and single disk configuration,
the online message storage capacity is approximately 37 days.

Virtually all of the incoming messages are reviewed and routed by
the MDC operator. However, approximately 90% of these messages are
routed to the MAXI system.

The station reliability rate for MAC has averaged 97.4%. This
reflects total system reliability and includes both hardware and
software downtimes as well as PMIs.

Future Operations

A POP 11/45 has been procured and configured with 128K memory.
This will be used as an alternate CSP processor in the near term. This
new configuration will include a second BR1538D disk drive to allow a
standard message file disk. In the Long term, there are plans to
procure a POP 11/44 and migrate the CSP software to that processor.
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SITE: MAC (MA)

RELEASE: 2.2C1

STATUS: OPERATIONAL 28-OCT-BI

DATE OF INSTALLATION: 28-OCT-81

REMARKS: CHANGE 2 UPGRADE SCHEDULED IN JANUARY. 1983 j

UNIQUE MODULES:

NONE

Figure A-03 MAC Configuration Status
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An additional change anticipated is to obtain a second TLCIO0 and a
Link to Tinker ASC and become dual-homed to provide redundancy and
faster service.

Site PersonneL

The CJBIC/CSP on-site representative at MAC is Mr. Charles Ramsey,
Informati cs.

Mr. Ramsey has been instrumental in the high rate of success that
qP has achieved at MAC. He has performed problem analysis and

r baLution in a timely manner and has responded around-the-clock to
unmLine system problems. He has also successfully converted the system
to run on the PDP-11/45 on a test basis in preparation for operational
implementation on that processor.

His day-to-day operations require him to interact with several
intelligence divisions as well as data automation and communications
center personnel.

A-1 0



TCATA, Fort Hood, Texas

Site Location

CSP was first installed in November, 1979, at the TRADOC Combined
Arms Test Activity (TCATA), Fort Hood, Texas on a PDP-11/45. During
September-October, 1981, the CSP software was moved to the home station
PDP-11/70. In early November, 1981, TCATA was re-accredited by DCA,
DIA and DA. In April, 1982, TCATA installed CSP in the Remote
Communications Package (RCP), which was designed by our on-site
consultant, Russell Goad, prior to his release from active duty.

TCATA's CSP primary mission is to provide a communications
interface with user units during J.C.S., REDCOM and other units'
exercises. TCATA's CSP also has a mission in testing the Joint
Tactical Fusion Test Bed (JTFTB) Located at both Fort Hood and HurLbert
Field, Florida.

Equipment Configuration

The Local CSP at TCATA has the foLlowing hardware configuration:

o CPU - One (1) PDP-11/70 with 2MB memory

o System Console - One (1) LA36 DECwriter

o Disk Drives - Two (2) BR1538D

o Tape Drives - Two (2) Kennedy dual density drives
(equivaLent to TE16s)

o MuLtiplexer - One (1) 32 channel BR1569

o Line Printers - One (1) Houston Instrument electrostatic

o AUTODIN Interface Device - One (1) TLCIOO

o Message Distribution Console - One (1) OJ-389

0 Other equipment - One (1) VTIO0 terminaL
One (1) DV11 multiplexer

One (1) Paper tape reader

The Remote Communications Package (RCP) CSP is configured sLightLy

differently:

o CPU - One (1) POP-11/70 with 1 MB memory

o System Console - One (1) LA36 DECwriter

o Disk Drives - Two (2) BR1538D

A-11



0 Tape Drives - Two (2) Kennedy dual density drives

(equivaLent to TE16s)

o MuLtipLexer - Two (2) 16 channel BR1569

o Line Printers - One (1) LP11Y

o AUTODIN Interface Device - One (1) TLCIOO

o Message Distribution ConsoLe - One (1) OJ-389

o Other Equipment - One (1) VTIOD terminal
One (1) DV11 nuLtipLexer
One (1) Paper tape reader

Software Configuration

Figure A-05 contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release Level for this site, the date of software instaLLation
and implementation and a status of pending releases. Also included are
any site-unique modules developed for this particular site.

Communications Configuration

The connectivity of the two CSPs at TCATA varies depending on the
exercise being supported. Generally. however, there is a Link to one
ASC and anywhere from one to eight MOD-40 teLetypes configured as Mode
II devices. Also, if the exercise dictates, there could be a satellite
CSP-to-CSP Link activated via the satellite communications gateway.

The backside computer interface at the local CSP consists of a
receive Link from the POP-11/70 configured as a Tactical Simulator
(TACSIM) Output Message Control and Timer (TOMCAT). During exercises
the TACSIM processor, a VAX 11/780, generates messages through the
TOMCAT which releases them to CSP on a timed, controlled basis. CSP
then forwards them to their destination.

The Local Lines consist of the MOD-40 teLetypes mentioned above
which can be operated either Locally or remotely. There are no other
Local tributaries.

A connectivity diagram for TCATA is presented in Figure A-06.

Current Operations Statistics

Since TCATA is not an operational site, there is not a constant
traffic Load. However, during the exercise periods, the TCATA CSP
handles approximateLy 1800 to 2000 messages per day. If this volume
were sustained for an extended period this equates to 54,000 to 60,000
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SITE: TCATA (TC)

RELEASE: 2.2C2

STATUS: EXPERIMENTAL 30-APR-82

DATE OF INSTALLATION: 30-APR-82

REMARKS: NONE

UNIQUE MODULES:

NONE

l7igure A-05 TCATA Configuration Status
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messages per month, or aLmost doubLe the average voLume for most CSP
sites. CIM rates are not caLculated during exercise periods, so none
are avei LabLe.

The hardware and software reLiabiLity has been exceLLent at TCATA.
During the two and one-haLf years that CSP has been used at TCATA,
there has never been a time that TCATA has not been abLe to support its
users due to software or hardware downtimes. The onLy system outages
have been caused by communications Line outages.

Given the high message voLume and the smaLL amount of disk storage
aLLocated for the message fiLe, the current configuration aLLows for
approximateLy 50 days onLine storage.

ApproximateLy 99% or virtuaLly aLL of the messages received are
automaticaLLy or derivatively routed by the CSP. This requires very
LittLe operator intervention.

Future Operations

An anaLysis is underway to repLace the PDP-11/70 in the RCP with a
daisy chain of PDP-11/44s and 11/24s. As the RCP is -apLoyed, more
information wiLL be gathered on the evoLution of the CSP in the
tacticaL environment.

Site PersonneL

At the present time the on-site representative at TCATA is Ms.
ELizabeth Crenshaw, Informetics.

The on-site personneL have made several significant
accomplishments. From the time CSP was first instaLLed on the TCATA
PDP-11/45 system in November, 1979, and depLoyed for its first major
successful exercise to Europe, January 1980, Informetlcs trained
TCATA's operators and assisted TCATA in passing its first AUTODIN
accreditation test. During the faLL of 1980, Informatics was given the
task of writing a gateway to Interface with the TCATA TOMCAT, a
repLacement for SSB. In the faLL of 1981, Informatics was again tasked
to write a site unique gateway, SCI4CON. This gateway aLLowed CSP-to-
CSP communications over a SateLLite Link. Informatics also assisted in
Integrating the CSP software onto the same computer system as the
TOMCAT resides. In November of 1981, the present system successfuLLy
passed a Category III AUTODIN accreditation test.

During day-to-day operations the Informatics personneL interface
with the user organization through the Systems and Computer Operations
branch of the BattLefieLd Automation Test Directorate, TCATA. They
work very cLoseLy with several branches of the SpeciaL Projects and
SimuLation Division as weLL as contractors from Eaton Corporation and
BM.
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USAFE, Ramstein AB, Germany

Site Location

CSP was instaLLed at HQ United States Air Force Europe (USAFE),
Ramstein AB, Germany In August, 1981. It is Located in the USAFE
Combat Operations and InteLLigence Center (COIC) and supports the
inteLLigence anaLysts by providing a communications path to AUTODIN for
transmission and reception of AUTODIN messages.

The primary function of CSP is to be the front-end processor for
the MAXI system at USAFE and to support various inteLLigence
communications circuits. A secondary roLe is the automation of the
AFSSO TCC at USAFE.

Equipment Configuration

The USAFE CSP is configured on the foLLowing hardware:

o CPU - One (1) PDP-11/70 with 256K memory

o System ConsoLe - One (1) LA36 OECwrIter

o Disk Drives - Four (4) 8R1538C
Two (2) RK05

o Tape Drives - Three (3) TEI6

o MuLtipLexer - One (1) BR1569

o Line printers - One (1) LP05

o AUTODIN Interface Device - Two (2) TLCIOO

o Message Distribution ConsoLe - Three (3) OJ-389

o Other Equipment - One (1) VTIOO terminaL

There is currentLy no backup CPU dedicated for CSP use at USAFE.

Software Configuration

Figure A-07 contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release Level for this site, the date of software instaLLation
and implementation and a status of pending releases. ALso Included are
any site-unique moduLes deveLoped for this particuLar site.
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SITE: USAFE COIC (CO)

RELEASE: 2.2C2

STATUS: OPERATIONAL 26-JUL-82

DATE OF INSTALLATION: 20-JUN-82

REMARKS: NONE

UNIQUE MODULES:

MODULES: TLCCON. MAC
IDENT: V2.2C01
DESCRIPTION:

ASC BALANCING, 'EN' STRIPPING

Figure A-07 USAFE COIC Configuration Status
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Communications Configuration

The CSP at USAFE is dual-homed to AUTODIN via Pirmesens and
Croughton ASCs. There are two backside processors configured at USAFE.
There is e direct Link to the MAXI system for analyst support as well
as a link to the COIC host processor. There are currently no remote
communications Lines configured at this site.

A connectivity diagram for USAFE is presented in Figure A-08.

Current Operations Statistics

USAFE's average traffic volume and CIM rate are as follows:

o Messages transmitted - 400 per month

o Messages received - 33,000 per month

o CIM rate - not reported

With USAFE's current traffic volume and message file size, the
average on-Line message storage capacity is approximately 30 days.
Virtually all of the incoming traffic is routed automatically vie
derivative routing indicator to the MAXI system.

The average reliability of the CSP software at USAFE is 99.7%.
This figure only includes outages attributed to software.

Future Operation

The CSP at USAFE may, in the future, front-end the WWMtCCS system
and BETA/LOCE. This is dependent upon government decisions to examine
these interfaces and requirements in depth. A MA)a system will be
connected from the OSC as a GENSER-only backside tributary. The
additional traffic Load expected is approximately 3000 messeages per
day.

An additional PDP-11/70 has been ordered to serve as a backup
processor for CSP. This is expected in the fall of 1982.

Site PersonneL

The CSP on-site representative at USAFE is Mr. Raymond Murphy,
PRC. His daily operations require direct interface with the Ha USAFE
intelligence and communications staffs.
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LANTCOM, NorfoLk, Virginia

Site Location

CSP was instaLLed at CINCLANTFLT, Norfolk, Virginia in October,
1981 and is being operated by U.S. Navy data processing personneL.

CSP's primary mission is to provide continuous message handLing
support for CINCLANTFLT's Consolidated InteLLigence Communication
Center (CICC). In addition to processing messages destined for
CINCLANFLT, the CICC guards for aLL major end most subordinate commands
within the immediate area. Numerous ships and embarked staffs require
message support depending upon ship movements.

Equipment Configuration

The CSP at LANTCOM is currentLy impLemented on the foLLowing
hardware for the primary system:

o CPU - One (1) PDP-11/70 with 320K memory

o System Console - One (1) LA6 DECwriter

o Disk drives - Two (2) BR1538C (shared)
Three (3) BR1538D (shared)

o Tape drives - Two (2) TE16

0 MuLtipLexer - One (1) BR1569 (shared)
One (1) SMC200
One (1) T-16

0 Line printers - Two (2) MOD-40 printers (shared)

One (1) LPIIRA (shared)

o AUTODIN Interface Device - Two (2) Inteq IA-5100 (shared)

o Message Distribution ConsoLe - Three (3) OJ-389 (shared)

o Other Equipment - One (1) VTIO0 terminaL
One (1) CompuScan COMET OCR (shared)

One (1) AN/FGT-7 paper tape reader
(shared)

Two (2) AN/FGR-1O paper tape punch
(shared)

Two (2) MOD-40 remote printers (shared)

The backup system is configured aLmost identicaLLy to the primary.
Those items Listed as "shared" above are switchabLe between the two
processors. Otherwise, the backup system has one PDP-11/70 with 384K
memory, one LA36, and two TE16 tape drives. This processor also has
two RK05 disk drives.
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Softwa re Configuration

Figure A-09 contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release Level for this site, the date of software installation
and implementation and a status of pending releases. Also included ere
any site-unique modules developed for this particular site.

Communications Configuration

The LANTCOM CSP is dual-homed with Links to Andrews and Ft. Detrick
ASCs. There are two ZICON circuits, one transmit/receive and one
receive only. Other remote communications Lines consist of two MOD-40
printers Located at LEC and FOSIC.

The backside computer interface at LANTCOM is configured as an MSS
Line which terminates in the CAMHS PDP-11/70 processor. This Link is
transmit only.

A connectivity diagram for LANTCOM is presented in Figure A-I0.

Current Operations Statistics

LANTCOM's average traffic volume and CIM rate are as follows:

o Messages transmitted - 2,475 per month

o Messages received - 45,000 per month

o Line blocks transmitted - 52,700 per month

o Line blocks received - 1,100,000 per month

o CIM rate- .81%

Even with the high volume processed by LANTCOM, the CSP is able to
maintain approximately 35 days of online storage. A Low CIM rate has
been maintained as a result of the extensive format and security checks
performed by CSP.

ALL incoming messages are received and routed by MDC operators;
none are automatically or derivatively routed.

The station reliability for LANTCOM including both hardware and
software outages is approximately 99.5%.
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SITE: CINCLANT J-2 (LA)

RELEASE: 2.2C2

STATUS: OPERATIONAL 24-APR-82

DATE OF INSTALLATION: 25-APR-82

REMARKS: NONE

UNIQUE MODULES:

MODULES: FRMTCK.MAC
IDENT: V2.2LA2
DESCRIPTION:

BYPASS LINE VALIDATION FOR ALL FORMAT LINES EXCEPT 2 AND 16 FOR CRITIC
MESSAGES. APPEND CORRECT EDM SEQUENCE IF MISSING OR INCORRECT.
CRITIC MESSAGE INCORRECTLY FORMATTED ARE BEING DELAYED DUE TO REJECTION
TO THE SVC. THE TIMELINESS REQUIRED FOR CRITIC MESSAGES DEMANDS
IMMEDIATE PROCESSING.

MODULES: INGATE.MAC
IDENT: V2.2LA1
DESCRIPTION:

INTERFACE UNIQUE ROMS

MODULES: ITQCON.MAC
IDENT: V2.2LAI
DESCRIPTION:

INTEQ AID-21
RENAMED FROM TLCCON

Figure A-09 CINCLANT J-2 Configuration Status
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Future Operations

There are plans to implement a transmit/receive interface to the

OSIS baseline SUBLANT, and upgrade the CAMHS interface to fuLl duplex.
The software wiLL have to be reconfigured to add the additional Lines
and queues as necessary to support these changes. When this occurs,

there wiLL be somewhat of an increase in the traffic Load on the CSP.

With the implementation of CSP ReLease 2.3, LANTCOM plans to
convert to a dumb optical character reader and use the PLA capabilities

of tha CSP.

Sitce PersonneL

The CUBIC/CSP on-site representative at LANTCOM is Mr. John Strama,
Informatics. Mr. Stama works closely with both the data processing

and communications staffs of CINCLANTFLT in his daily operations. His

primary point of contact is CINCLANTFLT-J291.
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FTD, Wright-Patterson AFB, Ohio

Site Location

CSP was installed at the Foreign Technology Division (FTD),
Wright-Patterson AFB, Ohio in June, 1982.

FTD produces scientific and technical intelligence (S&TI) to
provide current foreign aerospace technical threat, assessments for use
in AFSC systems planning an acquistion. In addition, FTD is

responsible for providing foreign aerospace technological data and data
analysis support to HQ USAF, major commands, NASA, agencies of the
national intelligence community and R&D support.

CSP supports this mission by providing real time transmission and
reception of AUTODIN message communications.

Equipment Configuration

The CSP is currently implemented on the following equipment:

o CPU - One (1) PDP-11/70 with 192K memory

o System Console - One (IJ LA36 DECwriter

o Disk Drives - Two (2) BR1538C

o Tape Drives - Three (3) TU16 drives

o Multiplexer - One (1) 32 channel BR1569

o Line Printers - Two (2) Dataproducts 2267, 600 lpm
One (1) Dateproducts 2470, 1200 1pm

o AUTODIN Interface Device - One (1) TLCIOO

o Message Distribution Console - Two (2) 0J-389

o Other Equipment - Two (2) ASR-28 paper tape readers
One (1) CR-11 card Reader
Two (2) VT-52 terminals

ALL of the above equipment is configured as one operational CSP.

There is no second processor or set of peripherals to be used as a
backup. The current backup will be provided manually through a DSTE.
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Software Configuration

Figure A-li contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release LeveL for this site, the date of software instaLLation
and impLementation and a status of pending reLeases. ALso incLuded are
any site-unique moduLes deveLoped for this particuLar site.

Communi cati one Configuration

The CSP is currentLy connected to the ASC at GentiLe for onLine
operations with the Andrews ASC permanentLy aLtrouted to the same Line.
In the event of a circuit outage, the Andrews Line wiLL be activated on
the 0STE.

There are no other LocaL tributaries configured as direct eLectricaL
Links at this time. There are, however, five organizations with
computer systems which are serviced with a magnetic tape interface. A
connectivity diagram is iLLustrated in Figure A-12.

Current Operations Statistics

FTD's average traffic voLume and CIM rate are as foLLows:

o Messages transmitted - 1,825 per month

o Messages received - 25,000 per month

o Line bLocks transmitted - 40,000 per month

o Line bLocks received - 900,000 per month

o CIM rate - 1.45%

Given this traffic voLume and the capacity of the message fiLe, it
is anticipated that the onLine message storage capacity wiLL be
approximateLy 35 days.

Since there are no automated backside processors, no messages are
derivatively routed and aLL messages are manuaLLy received by the MDC
operators. The HC cLerk determines routing for aLL incoming messages
and pLaces each message on seLected output queues for either hardcopy
or meg-tape distribution. Meg-tape messages are aLtrouted to the
intercept tape during normaL operation of CSP. Once deiLy, these
messages are pLaced on their respective meg-tapes and hand-carried to I
the responsibLe organizations.
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SITE: FTD (FTI

RELEASE: 2.2C2

STATUS: OPERATIONAL 27-SEP-82

DATE OF INSTALLATION: 25-JUN-82

REMARKS: NONE

UNIQUE ODULES:

MODULES: MD2CON.MAC
IDENT: V2.2FT1
DESCRIPTION:

ENABLES PAPER TAPE READER

MODULES: MD2CTL.MAC
IDENT: V2.2FTI
DESCRIPTION:

ENABLES THE PAPER TAPE READER

MODULES: MD2DAT.MAC
IDENT: V2.2FTI
DESCRIPTION:

ENABLES PAPER TAPE READER

MODULES: MD20T .MAC
IDENT: V2.2FT1
DESCRIPTION:

ENABLES PAPER TAPE READER

MODULES: MD2OUT.MAC
IDENT: V2.2FT1
DESCRIPTION:

ENABLES PAPER TAPE READER

MODULES: RELEAS.MAC
IDENT: V2.2FTI
DESCRIPTION:

MODIFIED TO SUPPORT THIRD PRINTER

Figure A-I FTD Configuration Status
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Future Operations

There are plans to procure one more OJ-389, en additional TLCIO0
and implement an optical character reader interface as the equipment
becomes available. ALso, at some point in the future the BR1538C disk
drives wilL be upgraded to BR1538D drives, increasing the capacity to
300 MB each.

The problem with no CSP backup will be alleviated by the
procurement of en additional PDP-11/70 system as soon as it is
aval lable.

With the implementation of CSP Release 3.0, a new capability will
be provided to allow remote OJ-389 dissemination terminals. At this
time, FFD's mode of operation wilL change to allow the MDC clerk to
disseminate only administrative messages whiLe aLL substantive
intelligence messages will be routed by a remote intelligence staff.
This should not impact total traffic volume but would shift the burden
from the TCC operator.

Site Personnel

There are currently no contractor personnel on-site at FTD. ALL
on-site maintenance is provided by FTO personnel for identification of
problems and routine table maintenance. Problems will be resolved by
the centralized development staff in Bellevue and solutions will be
communicated to FTO persunneL for implementation.
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ADCOM, CoLorado Springer CoLorado

Site Locations

CSP was instaLLed at HQ Air Defense Command, Cheyenne Mountain

CompLex, CoLorado Springs, CoLorado in August, 1982, and was placed

online in October, 1982.

The NORAD/ADCOM community provides surveiLLance, detection end
early warning for the North American continent and its perimeters. The

CSP wiLL support this mission by providing reaL-time transmission end

reception of AUTODIN message communications.

Equipment Configuration

The CSP is currentLy impLemented on the foLLowing hardware for the
primary system:

o CPU - One (1) PDP-11/70 with 256K memory

o System ConsoLe - One (1) LA120 DECwriter

0 Disk Drives - Three (3) BR15380 (shared)
One (1) RKOI

o Tape Drives - Two (2) TE6 (shared)
One (1) TE16

o MultipLexer - One (1) BR1731

o Line printers - One (1) LPIIVA (shared)
One (1) LPIIVA

o AUTODIN Interface Device - Two (2) TLCIOO (shared)

o Message Distribution ConsoLe - Three (3) 0J-389 (shared)

o Other Equipment - One (1) PCII Paper Tape Reader/Punch
(shared)
One (1) CR11 Card Reader (shared)
One (1) VTIOO terminaL

The backup system is configured exactLy the same as the primary
system, so fuLL redundancy is provided. Those items Listed as shared
are switchable between the two processors through a DT07 unibus switch.
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Software Configuration

Figure'A-13 contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release Level for this site, the date of software instaLLation
and impLementation and a status of pending releases. ALso included are
any site-unique modules developed for this particular site.

Communications Configuration

ADCOM's CSP has Links to two ASCs, McCLeLLan and Tinker. In
addition, there is a Link to the NCHC command post which is configured
as a Mods II circuit.

A connectivity diagram is presented in Figure A-14.

Current Operations Statistics

ADCOM's average traffic volume and CIM rate are as foLLows:

o Messages transmitted - 1,800 per month

o Messages received - 35,000 per month

o CIM rate - 1.30% average

Given this traffic voLume and the capacity of the message file, it

is anticipated that the on-Line message storage capacity wiLL be
approximateLy 40 days.

Future Operations

There are no known changes to the planned hardware configuration at

ADCOM. However, as soon as CSP ReLease 3.0 is impLemented, ADCOM plans
to use the remote OJ-389 dissemination capabiLity. The actual mode of
operation, however, is unknown at this time.

Site PersonneL

The CUBIC/CSP on-site representative at AOCOM is Ms. Bonnie Rosado,
Informatics. She interfaces on a daily basis with the ADCOM
communi cati ons staff.

A3
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SITE: AOCOM (AD)

RELEASE: 2.2C2

STATUS: OPERATIONAL 25-OCT-82

DATE OF INSTALLATION: 20-AUJG-82

REMARKS: NONE

UNIQUE MODULES:

NONE

Figure A-13 ADCOMi Configuration Status
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HO CINCPAC, Camp H.M. Smith, Hawaii

Site Location

CSP was installed at HQ Commander-in-chief Pacific in JuLy 1979.
This installation was reaccredited by DIA and DCA in July 1982. The
occassion for this reaccreditation was the implementation of the Fully
Automated Routing of Messages (FARM) software package developed by the
CSP programmer assigned to CINCPAC. This software package will be
included in the CUBIC/CSP baseline, and will be distributed to CSP users
as their systems are updated with the current baseline.

The Pacific Command (PACOM) area consists of approximately 96
million square miles and contains two-thirds of the world's population.
The type, level and degree of threat to U.S. national interest ranges
from the strategic nuclear forces of the Soviet Union to the
guerritla/insurgency threat in the Southern and Southeast Asian areas.
The mission of the Commander-in-chief, Pacific (CINCPAC), is "To
maintain the security of PACOM and defend the United States against
attack through the Pacific Ocean; to support and advance the national
policies and interests of the United States and discharge U.S. military
responsibilities in the Pacific, Far East, Southeast and South Asia; to
prepare plans, conduct operations and coordinate activities of the
forces of the PACOM in consonance with directives of higher authority."

CSP provides DSSCS Communications Support for transmission and
reception of real-time AUTODIN messages in support of CINCPAC's mission.
In addition, the CSP functions as a front-end processor for the PACOM
Data Systems Center (PDSC) system, which directly support CINCPAC's
intelligence analysts. The PDSC computer system is a derivative of the
MAXI system.

Equipment Configuration

The CSP at CINCPAC is currentLy implemented on the following
hardware for the primary system:

o CUP - One (1) PDP-11/70 with 256K memory

o System console - One (1) LA36 DECwriter

o Disk drives - Three (3) BR1538D (shared)

o Tape drives - Two (2) TEIO
Three (3) TU45 (shared)

o Multiplexer - One (1) 36 channel BR1569

o Line printers- One (1) LPII RA (shared)
Two (2) TT ModeL 4010 (shared)
One (1) TT Model 4030 (shared)
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o AUTODIN interface device - Two (2) INTEQ (shared)

o Message distribution console - Three (3) 0J-389 (shared)

o Other equipment - One (1) VT52 Terminal (shared)
Four (4) Paper Tape Reader/Punch
(shared)
One (1) Card Reader (shared)
One (1) Unibus-Unibus Link
'One (1) OCR (shared)

The backup system is configured identicalLy to the primary. Those
items Listed as "shared" above are switchable between the two
processors. Additionally, individual circuits terminating in the BR1569
multiplexer are switchable between both processors.

Software Configuration

Figure A-15 contains a site report extracted from Informatics
Configuration Management System. This report reflects the current
software release Level for this site, the date of software installation
and implementation, and a status of pending releases. Also included
are any site unique modules developed for this particular site.

Communications Configuration

The CSP is dual-homed to McCellan and Wahiawa ASCs for online
tributary operations, DSSCS only. The only backside tributary at
CINGPAC is the PDSC system, a derivative of the MAXI system.

A connectivity diagram for CINCPAC is presented in Figure A-16.

Current Operations Statistics

o Messages transmitted - 1,500 per month

o Messages received - 53,600 per month

o CIM Rate - 2%

The CSP is able to maintain approximately 60 days of online
storage. CINCPAC has been able to maintain a Low CIM rate due to the
extensive format and security checks performed by the CSP.

Approximately 75% of the incoming messages are derivativeLy routed
to PDSC. The remainder are routed by the Message Distribution CLerk.

The reliability for CINCPAC including both hardware and software
outages is approximateLy 99%.
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SITE: CINCPAC (PD)

RELEASE: 2.2C2

STATUS: OPERATIONAL 30-JUL-82

DATE OF INSTALLATION: 23-JUL-82

REMARKS: NONE

UNIQUE MODULES:

MODULES: ARMMCR.MAC
IDENT: V2.2PDI
DESCRIPTION:

FARM UPDATE PROGRAM

MODULES: ARUPDT. MAC
IDENT: V2.2PD1
DESCRIPTION:

NONE

MODULES: AUTCON.MAC
IDENT: V2.2PD1
DESCRIPTION:

INTEQ AID

MODULES: AUTORM.MAC
IDENT: V2.2PD1
DESCRIPTION:

PDSC FARM MODULE.

MODULES: CANCON.MAC
IDENT: V2.2PD1
DESCRIPTION:

MODIFIED FOR IMPLEMENTATION OF A VFK TO INPUT A CANNED CRITIC HEADER.

MODULES: COMMLC.MAC
IDENT: V2.2PDI
DESCRIPTION:

PROCESS ON/OFF REQUEST FOR PDSC LINES

MODULES: DCTRDR.MAC
IDENT: V2.2PDI
DESCRIPTION:

NONE

MODULES : DCTREF.MAC
IDENT: V2.2PD1
DESCRIPTION :

NONE

Figure A-15 CINCPAC Configuration Status (Page 1 of 4)
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MODULES: DECODE.MAC
IDENT: V2.2PD1
DESCRIPTION:

MODIFIED FOR IMPLEMENTATION OF ADDITIONAL FIXED DISSEMINTATION VFK'S.

ALSO MODIFIED FOR IMPLEMENTATION OF A VFK TO INPUT A CANNED CRITIC
HEADER.

MODULES: DINCON.MAC
IDENT: V2.2P0I
DESCRIPTION:

AUTODIN TEST MESSAGE GENERATION (VERSION OF FCSCON).

MODULES: DISSEM.MAC
IDENT: V2.2PD1
DESCRIPTIOt':

MODIFIEL' FOR IMPLEMENTATION OF ADDITIONAL FIXED DISSEMINATION VFK'S.
MADE COFRECTION TO BUG IN REF RECORD DISK ACCESS GENERATION.

MODULES: OMCDRV.MAC
IDENT: V2.2PD1
DESCRIPTION:

PDSC DMC MODULE(S) STATUS UNKNOWN.

MODULES: DMCGTY.MAC
IDENT: V2.2PD1
DESCRIPTION:

PDSC CMD MODULE(S) STATUS UNKNOWN.

MODULES: DSPACS.MAC
IDENT: V2.2PDI
DESCRIPTION:

DISPLAY MSS LINE STATUS

MODULES: FARM .MAC
IDENT: V2.2PD1
DESCRIPTION:

MCR CONTROL.

MODULES: FCSCON. MAC
IDENT: V2.2PD1
DESCRIPTION:

NONE

MODULES: KPTA .MAC
IDENT: V2.2PD1
DESCRIPTION:

MOD 40 PSEUDO HANDLER.

MODULES: MSSGWY.MAC
IDENT: V2.2PDI
DESCRIPTION:

GATEWAY FOR PDSC TO CSP.

MODULES: OCRCON.MAC
IDENT: V2.2PD1
DESCRIPTION:

NONE
Figure A-15 CINCPAC Configuration Status (Page 2 of 4)
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MODULES: OEEGWY.MAC
IDENT: V2.2PD1
DESCRIPTION:

NONE

MODULES: OSUPDT. MAC
IDENT: V2.2PD1
DESCRIPTION:

MODIFIED FOR IMPLEMENTATION OF ADDITIONAL FIXED DISSEMINATION VFK'S. ALSO

MODIFIED FOR IMPLEMENTATION OF A VFK TO INPUT A CANNED CRITIC HEADER.

MODULES: PAGCON.MAC

IDENT: V2.2PD1
DESCRIPTION:

MODIFIED TO DELETE ALL OF THE OLD COPY OF A MESSAGE WHEN THE MESSAGE IS

EDITED. CARRY OVER OF INPUT CDSN FROM THE OLD TO THE NEW COPY OF A MESSAGE
WHEN IT IS EDITED. NOW PROVIDES CAPABILITY TO PAGE FORWARD THROUGH A
MESSAGE RETURNING TO THE FIRST PAGE AFTER THE LAST PAGE HAS BEEN DISPLAYED.
MADE CORRECTION TO PREVENT OCCASIONAL CORRUPTION OF A MESSAGE WHEN THE NEW
LINE KEY IS USED. MADE CORRECTION TO ELIMINATE THE PERIODIC LOCK-OUT OF

THE TERMINAL PAGING KEYS. MADE CORRECTION TO THE HANDLING OF THE NEXT

PREVENT PAGE KEYS WHILE THE TEMINAL IS BUSY.

MODULES: RDPGWY.MAC
IDENT: V2.2PDI
DESCRIPTION:

NONE

MODULES: RESET .MAC

IDENT: V2.2PD1

DESCRIPTION:
MODIFIED FOR IMPLEMENTATION OF ADDITIONAL FIXED DISSEMINATION VFK'S.
MADE CORRECTION TO BUG IN REF RECORD DISK ACCESS GENERATION.

MODULES: STSTAT.MAC
IDENT: V2.2PD1

DESCRIPTION:
NONE

MODULES: SVCCON.MAC
IDENT: V2.2PD1
DESCRIPTION:

TEST MESSAGE GENERATION (VERSION OF FCSCON).

MODULES: TIMSTP.MAC

IDENT: V2.2PD1

DESCRIPTION:
SYSTEM CONSOLE TIME STAMP ROUTINE.

MODULES: TRMNEW.MAC
IDENT: V2.2PDI
DESCRIPTION:

MADE CORRECTION TO ELIMINATE THE PERIODIC LOCK-OUT OF TERMINAL PAGING

KEYS. MADE CORRECTION TO THE HANDLING OF THE NEXT/PREVIOUS PAGE KEYS

WHILE THE TERMINAL IS BUSY.

figure A-15 CINCPAC Configuration Status (Page 3 of 4)
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MODULES: TRMOLD.MAC
IDENT: V2.2PDI
DESCRIPTION:

MADE CORRECTION TO ELIMINATE THE PERIODIC LOCK-OUT OF TERMINAL PAGING
KEYS. MADE CORRECTION TO THE HANDLING OF THE NEXT/PREVIOUS PAGE KEYS
WHILE THE TERMINAL IS BUSY

MODULES: TSTCON.MAC
IDENT: V2.2PD1
DESCRIPTION:

TEST MESSAGE GENERATION (VERSION OF FCSCON).

MODULES: USEREQ.MAC
IDENT: V2.2PDI
DESCRIPTION:

MADE CORRECTION TO EXTRANEOUS DELIVERY OF MESSAGE WHEN RELEASE AUTHORITY
IS GRANTED.

Figure A-15 CINCPAC Configuration Status (Page 4 of 4)
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Future Operations

CINCPAC was the first CSP site to implement the FuLLy Automated

Routing of Messages (FARM) software. This software was developed by
other contractor personneL at CINCPAC. This software is expected to

reduce the amount of messages which must be manuaLLy disseminated by

approximateLy 80%.

SIte PersonneL

There are no CUBIC/CSP on-site representatives at CINCPAC.

Informatics facility at BetLevue coordinates with the communications
personneL of CINCPAC to resoLve system probLems.
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